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Course Name: procedural programming | (Computational Thinking and Programming)

1 | Course Name Computational Thinking and Programming

2 | Course Code CSsi121

3 | Course type: Mandatory / General / Mandatory / Specialty
Specialty / Elective

4 | Accredited Units 4

5 | Educational Hours 6

6 | Pre-requisite Requirements Cso11

7 | Program Offered the Course BSc in Computer Science

8 | Instruction Language English / Arabic

9 | Date of Course Approval

Brief Description

This course will provide students with a deeper knowledge of programming

by introducing them to more complex data types to be used in solving more
elaborated problems. The course also focuses on introducing the student to
the concepts of File manipulation and Error handling.

Course Textbooks

Book Title & ISBN:

o OAMGLIna Al AN oulliest el i
o oAU EGlined el N A sl 108

Course Duration

6 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, lab work and exercise.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated
the ability to:

e Understand complex data types and when to use them

e |dentify the different data types and how to save them in files and retrieve
them

e Recognize the importance and the use of error handling in a program.

Course Assessments

Assignments :30 %
Midterm exam: 20 %
Final Exam: 50 %

A 50 % is required for a pass in this course.




Time Frame

Content Breakdown

Session 1 (Week 1)

Revision of data types, Expressions, Control statement (Conditional
statements, loops), subprograms and Lists.

Session 2 (Week 2)

Strings: introduction, indexing, string operations (concatenation, repetition,
membership&slicing), traversing a string using loops, built-in functions:
len(), capitalize(), title(), lower(), upper(), count(), find(), index(), endswith(),
startswith(), isalnum(), isalpha(), isdigit(), islower(), isupper(), isspace(),
Istrip(), rstrip(), strip(), replace(), join(), partition(), split()

Session 3 (Week 3)

Session 4 (Week 4)

Lists: introduction, indexing, list operations (concatenation, repetition,
membership & slicing), traversing a list using loops, built-in functions: len(),
list(), append(), extend(), insert(), count(),

index(), remove(), pop(), reverse(), sort(), sorted(), min(), max(), sum();
nested lists, suggested programs: finding the maximum, minimum, mean of
numeric values stored in a list; linear search

on list of numbers and counting the frequency of elements in a list

Session 5 (Week 5)

Session 6 (Week 6)

Tuples: introduction, indexing, tuple operations (concatenation, repetition,
membership & slicing), built-in functions: len(), tuple(), count(), index(),
sorted(), min(), max(), sum(); tuple assignment,

nested tuple, suggested programs: finding the minimum, maximum, mean
of values stored in a tuple; linear search on a tuple of numbers, counting the
frequency of elements in a tuple

Session 7 (Week 7)

Dictionary: introduction, accessing items in a dictionary using keys,
mutability of dictionary (adding a new item, modifying an existing item),
traversing a dictionary, built-in functions: len(), dict(), keys(), values(),
items(), get(), update(), del(), clear(), fromkeys(), copy(), pop(), popitem(),
setdefault(), max(), min(), count(), sorted(), copy(); suggested programs :
count the number of times a character appears in a given string using a
dictionary, create a dictionary with names of employees, their salary and
access them

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Dictionary: (continue from week 7)

Session 10 (Week 10)

Session 11 (Week 11)

Introduction to modules: Importing module using 'import <module>' and
using from statement, Importing math module (pi, e, sqrt, ceil, floor, pow,
fabs, sin, cos, tan); random module (random, randint, randrange), statistics
module (mean, median, mode)

Session 12 (Week 12)

Session 13 (Week 13)

Exceptions Handling: Errors, Exception handling with try, handling Multiple
Exceptions, Writing your own Exception

Session 14 (Week 14)




Session 15 (Week 15)

File Handling: File handling Modes, Reading Files, Writing& Appending to
Files, Handling File Exceptions, The with statement

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported
with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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Logic Gates (Introducing basic gates (AND, OR, NOT, NAND, NOR, S A jaga iiag
XOR) - Symbolic representation and Truth Table - Boolean algebra-
Construction logic circuits from logic function Deriving the function
from the logic circuit.- Simplification of function by the use of Boolean
algebra.- Simplification by use of Karnough map. Drawing logic circuits




after simplification - Truth table construction from logic function &
from logic circuit- Min and Max terms- Sum of products- Product of
sums)- Combinational Logic( Flip flops- Sr, Jk, D types,- State table-
State wave- Half adder- Full adder- Half subtracted- Multiplexer-
Encoder- Decoder- Counters- Asynchronous- Synchronous- Shift
registers)-Introduction to digital Computer units
Design:(Microprocessor.- Memory organization.-1/O channels).

simplification.
- Truth table construction from logic function & from logic circuit-
Min and Max terms

1. The Essentials of Computer Organization and 8 A agl)
Architecture (by Linda Null and Julia Lobur)
2. Course material for self-Study: A complete illustrated Guide to
the PC Hardware
Le gl el 4 | 8all duia 30 Baal)
(%10 a3 Caand) 4] 038 %80 WY gl i) b jualaall o) A8y
rle 3,08l (5 6 ge IS8 il a8 Q) () Ko oy el Al | Clagiucal) g Cilaay)
el Al ) alas e o sl 48 5 Bponed) Aadai¥) e Capelll o oA e
Lede dpluad) Clilee
Loy Jpail) 4iS Alaiall Al sall 15l 2 55 e
Agilaiall J15all 48 jea JMA (g Agilaiall ) sl Ul aasy 0
Agahiall J1sall 2adall Jglan JYA (e il o
s 483l 5 Aglaiall ) sall 5 Adal) Jglass 5 dgdlaiall Ll o) i day o @
Agihia)l J) sl s 3 dsll el ae) @ aading e
O e Ay i ladind 24S Jle 05 o
Agihiadl J)sal) a8 Aeadivaall |53 )8 Aoy 3l e iy o
%5 :ysasl psl) 48,y
%15, i<l
%30 :sbaill Jlaial)
50 : Sl Jlaia¥I%h
50:z\3l ds 0%
oAl ) jall s giaa o sl
Systems Numbers: Binary , Decimal, Hexadecimal, Octal. Jo¥) & gauad)
Systems Numbers: Change number from system to another system. G £ ganal)
Systems Numbers: Summation and subtraction. Gl g gau)
Logic Gates (Introducing basic gates (AND, OR, NOT, NAND, NOR, &I g o)
XOR) - Symbolic representation and Truth Table
Logic Gates (Introducing basic gates (AND, OR, NOT, NAND, NOR, EE Y
XOR) - Symbolic representation and Truth Table
Boolean algebra- Construction logic circuits from logic function oudleal) £ s
Deriving the function from the logic circuit
Boolean algebra- Construction logic circuits from logic function ) £ )
Deriving the function from the logic circuit
- Simplification of function by the use of Boolean algebra
Aalll latiay) Ol £ gad)
Simplification by use of Karnough map. Drawing logic circuits after i) £ ga)
simplification
Simplification by use of Karnough map. Drawing logic circuits after SAilad) £ gaul)

-Truth table construction from logic function & from logic circuit- Min
and Max terms.
- Product of sums.
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- Product of sums, Combinational Logic Flip flops, Sr, Jk, D e S g )

types, State table.

Sr, Jk, D types - State table - State wave - Half adder - Full adder - e &l £ gad)
Half subtracted — Multiplexer — Encoder - Decoder.

Counters- Asynchronous- Synchronous- Shift registers -Introduction to | e il g ssa)
digital Computer units Design: (Microprocessor - Memory
organization - 1/0 channels).

Counters- Asynchronous- Synchronous- Shift registers -Introduction to | s&& (waldd) & gauld)
digital Computer units Design: (Microprocessor - Memory
organization - 1/0 channels).
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Course Name: Logical Circuits (Logical Design)

1 | Course Name Logical Circuits
2 | Course Code CS122
3 | Course type: Mandatory / General Specialty
/ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4 Hours
6 | Pre-requisite Requirements CS011
7 | Program Offered the Course BSc in Computer Science
8 | Instruction Language English + Arabic
9 | Date of Course Approval

Brief Description

Logic Gates (Introducing basic gates (AND, OR, NOT, NAND, NOR, XOR)
- Symbolic representation and Truth Table - Boolean algebra- Construction
logic circuits from logic function Deriving the function from the logic circuit.-
Simplification of function by the use of Boolean algebra.- Simplification by
use of Karnough map. Drawing logic circuits after simplification - Truth table




construction from logic function & from logic circuit- Min and Max terms-
Sum of products- Product of sums)- Combinational Logic( Flip flops- Sr, Jk,
D types,- State table- State wave- Half adder- Full adder- Half subtracted-
Multiplexer- Encoder- Decoder- Counters- Asynchronous- Synchronous-
Shift registers)-Introduction to digital Computer units
Design:(Microprocessor.- Memory organization.-1/O channels).

Course Textbooks

1. The Essentials of Computer Organization and Architecture (by Linda
Null and Julia Lobur)

2. Course material for self Study: A complete illustrated Guide to the
PC Hardware

Course Duration

4 hours per week

Delivery Lecture-based: 80%, Group interaction and discussion 20%
Course Goals & Upon completion of this course, the student will have reliably demonstrated
Objectives the ability to:

¢ Introduce the concept of digital and binary systems

e Be able to design and analysis combinational logic circuits.

e Be able to design and analysis sequential logic circuits.

e Understand the basic software tools for the design and implementation of
digital circuits and systems.

¢ Reinforce theory and techniques taught in the classroom through
experiments and projects in the laboratory.

Course Assessments

Attendance: 5%

Assignment 1: 15 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Systems Numbers: Binary , Decimal, Hexadecimal, Octal.

Session 2 (Week 2)

Systems Numbers: Change number from system to another system.

Session 3 (Week 3)

Systems Numbers: Summation and subtraction.

Session 4 (Week 4)

Logic Gates (Introducing basic gates (AND, OR, NOT, NAND, NOR, XOR)
- Symbolic representation and Truth Table

Session 5 (Week 5)

Logic Gates (Introducing basic gates (AND, OR, NOT, NAND, NOR, XOR)
- Symbolic representation and Truth Table

Session 6 (Week 6)

Boolean algebra- Construction logic circuits from logic function Deriving the
function from the logic circuit

Session 7 (Week 7)

Boolean algebra- Construction logic circuits from logic function Deriving the
function from the logic circuit
- Simplification of function by the use of Boolean algebra

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Simplification by use of Karnough map. Drawing logic circuits after
simplification

Session 10 (Week 10)

Simplification by use of Karnough map. Drawing logic circuits after
simplification.

- Truth table construction from logic function & from logic circuit- Min and
Max terms

Session 11 (Week 11)

-Truth table construction from logic function & from logic circuit- Min and
Max terms.
- Product of sums.




Session 12 (Week 12) | - Product of sums, Combinational Logic Flip flops, Sr, Jk, D types, State
table.

Session 13 (Week 13) | Sr, Jk, D types - State table - State wave - Half adder - Full adder - Half
subtracted — Multiplexer — Encoder - Decoder.

Session 14 (Week 14) | Counters- Asynchronous- Synchronous- Shift registers -Introduction to
digital Computer units Design: (Microprocessor - Memory organization - 1/0
channels).

Session 15 (Week 15) | Counters- Asynchronous- Synchronous- Shift registers -Introduction to
digital Computer units Design: (Microprocessor - Memory organization - 1/0
channels).

Session 16 (Week 16) Final Exam

Attendance Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills To be able to:

e Analysis and understand the behavior of combinational and sequential
digital circuits.

e Search appropriate literature and other scientific resources for problem
formulation, analysis and design.

e Using appropriate mathematical tools (software, hardware and
mathematical algorithms) for the solution of related problems in
computer systems engineering.

e Ability for engineering thinking in analyzing the behavior of digital
circuits and its design.

Course Update Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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Course Name: Structured programming 11

1 | Course Name Structured programming
2 | Course Code CS231
3 | Course type: Mandatory / General Mandatory
/ Specialty / Elective
4 | Accredited Units 4 Units
5 | Educational Hours 6 hours per week
6 | Pre-requisite Requirements Cs121
7 | Program Offered the Course BSc of CS
8 | Instruction Language Arabic & English
9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of the
concepts of structured programming paradigm that facilities the construction and
development of programs with readable and reusable components, it considers
structured programming concepts, advantages and disadvantages, types of
structured programming, components of structured programming: primitives data
types, references data types, constant and variables, selection and loop, strings,
arrays and operations on arrays, functions (procedures): top down & bottom up
design, pointers, structures, and files. It also covers lab exercises for the building,




designing, compiling, and executing of structured programming using a specific
programming language,

Course Textbooks

Book Titles:

[1] Structured Programming with C++, by Kjell Backman, 2015.

ISBN: 978-87-403-0099-4.

[2] Programming fundamentals- A Modular Structured Approach Using C++, by
Kenneth Leroy Busbee, 2013. Online: <http://cnx.org/content/col10621/1.22/ >
Additional Resources: available websites and online resources.

Additional textbooks, handouts, and web links may be used in this course at the
discretion of the instructor.

Course Duration

6 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities, active
participation, Laboratory training and exercises.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the
ability to:

* Recognize and understand the concepts of structured programming.

* Identify the building blocks of structured programming.

» ability to design, construct and write a complete program code.

* Develop, implement and run a specific program code using IDE.

* Test and fix the implemented code.

Course Assessments

Attendance: 0%

Assignments: mini project 5%

Midterm exam: 20%; lab exam: 25%
Final Exam: 50%

50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction to programming: System development life cycle, programming
language overview, structured programming concepts, advantages and
disadvantages, types of structured programming, planning & designing of
structured program (modularization), pseudocode, flowchart review, test data.
practice 1: programming languages & compiling-linking/IDE.

Session 2 (Week 2)

Data & operators: primitives data types, references data types, constant and
variables, data manipulation.
practice 2: the program building blocks, the main function, input & output.

Session 3 (Week 3)

selection and loop, strings, arrays and operations on arrays, functions (procedures)
practice 3: top down & bottom up design of structured programming

Session 4 (Week 4)

Program control functions: concept of modularization, function call, pass by
value, pass by references, return results.
practice 4: program components, functions design & implementation, run & test.

Session 5 (Week 5)

Specific task functions: global vs local variables, recursive functions, hierarchy of
program.
practice 5: more functions design & implementation, run & test.

Session 6 (Week 6)

Functions and arrays data structure, static vs dynamic memory location
practice 6: pass an array to a function, return an array data type,

Session 7 (Week 7)

Demonstration of a readable and reusable code: using of comments and general
definitions.
practice 7: more structured program design & implementation, run & test.

Session 8 (Week 8)

Midterm Exam




Session 9 (Week 9)

Pointers I: introduction, declaring a pointer, assigning value to pointer, pointer
arithmetic.
practice 9: demonstration of programs with pointers.

Session 10 (Week 10)

Pointers II: functions and pointers, dynamic memory
practice 10: demonstration of functions with pointers.

Session 11 (Week 11)

Structure I: define a structure, declare and initialize a structure, assign value to
structures.
practice 11: demonstration of programs with structure data type.

Session 12 (Week 12)

Structure II: structure & array, structure & pointer, dynamic memory with a
structure.
practice 12: demonstration of programs with structure memory manpulation.

Session 13 (Week 13)

Create a typedef: create your own data type
practice 13: demonstration of programs with your different data types

Session 14 (Week 14)

Files: creating files, read & write to file
Practice 14: building a program which read from a file and write to another file

Session 15 (Week 15)

Operations on files: search, sort, update, copy
Practice 15:writing programs using files, apply operations to files.

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will be embedded in all
courses.

Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.

Course Name: Data Structures |

1 | Course Name Data Structures |
2 | Course Code CS232
3 | Course type: Mandatory / General Mandatory
/ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4
6 | Pre-requisite Requirements Cs121
7 | Program Offered the Course BSc in Computer Science




8 | Instruction Language

English /Arabic

9 | Date of Course Approval

Brief Description

This course will provide students with an understanding of linear data
structures such as Arrays, Vectors, Stacks, Queues, and Linked Lists.
Further, the characteristics of each of the linear data structures are studied in
full, their implementation algorithms and applications. Finally, the student is
introduced to the concept of algorithms and their complexity. The different
types of sorting and searching algorithms are studied and their complexity is
explored.

Course Textbooks

Book Title & ISBN:

Fundamental of Data Structures (Pascal, C, C++ or Generic version), 1994
CSP, (4th Edition), Horowitz and Sahni.

Data Structures and Program Design in C, Prentice-Hall, 1997, 2nd edition,
Kruse, Tondo and Leung.

¢ AaSall o e clila Axd aladiuly Ll s Ulall JSLa, oo sedl ikl T - Jladl s ilaas
Additional Resources:

Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, and homework assignments.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated
the ability to:

* Understand the linear data structures

» Identify when to use the data structure

* Recognize the difference between the data structures

« Identify representations, terms, conditions to use the different data structure
* Recognize different implementations of the data structure

» Write algorithms to search in a particular data structure

Course Assessments

Midterm exam 1: 15 %

Midterm exam 2: 15 %

Assignments : 20 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Overview: Abstract data types, definitions of data structures, characteristics
of a data structure, types of data structures.

Session 2 (Week 2)

Session 3 (Week 3)

Arrays and Vectors: Definition, Array as a data structure, Two-dimension
array (Physical allocation), Vectors, operations on Vectors and Arrays,
application example (ex. Merge Sort)

Session 4 (Week 4)

Session 5 (Week 5)

Stack: Definition of stack as abstract data type, array implementation of
stacks, applications of stacks (ex. Infix to postfix notation conversion)

Session 6 (Week 6)

Session 7 (Week 7)

Queue: Definition of queues as abstract data type (Single Queue and Circular
Queue), implementation of Queues, application of queues (Printer Spooler
Queue). Priority queue.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Session 10 (Week 10)

Algorithms: introduction to computer algorithms and their complexities, time
complexity, space complexity, basic algorithm analysis, recursion and




recursive algorithms, computer algorithms and their relation to data
structures.

Session 11 (Week 11)

Session 12 (Week 12)

Linked Lists: Arrays vs. Linked Lists, Single linked lists, Double linked lists,
Circular linked lists, multi-linked lists, stacks with linked lists
implementation, queues with linked lists implantations, generalized lists.

Session 13 (Week 13)

Session 14 (Week 14)

Sorting algorithms:( selection, bubble, insertion, merge, quick, radix, count)

Session 15 (Week 15)

Searching technigues: (sequential, binary and Fibonacci Search)

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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ISBN:0-07-0651426
e Discrete Mathematics and Its Applications, Seventh Edition, Kenneth
H. Rosen, 2012 McGraw-Hill, ISBN:978-0-07-338309-5
o Discrete Mathematics with Applications, Thomas Koshy, 2004
Academic Press, ISBN: 978-0-08-047734-3
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Course Name: Discrete Structures

1 | Course Name Discrete Structures

2 | Course Code CS233

3 | Course type: Mandatory / General / Specialty / Mandatory/Specialty

Elective

4 | Accredited Units 3

5 | Educational Hours 4

6 | Pre-requisite Requirements ST121&CS121

7 | Program Offered the Course BSc. in Computer

Science

8 | Instruction Language Arabic/English

9 | Date of Course Approval

Brief Description Teach students the mathematical theories that represent the
backbone of the rest of the courses of the computer science
program, and introduce the student to the initial applications of
these theories to enable him to realize their uses in the
computer field.




Course Textbooks

Book Title & ISBN:

o Discrete Mathematical Structures with applications to
Computer Science, J. P. Tremblay and R. Manohar,
1975 McGraw-Hill, ISBN:0-07-0651426

o Discrete Mathematics and Its Applications, Seventh
Edition, Kenneth H. Rosen, 2012 McGraw-Hill,
ISBN:978-0-07-338309-5

o Discrete Mathematics with Applications, Thomas
Koshy, 2004 Academic Press, ISBN: 978-0-08-
047734-3.

Course Duration

4 hours weekly

Delivery

* Lectures
* Solving problems and exercises
» Writing programs and assignments

Course Goals &
Objectives

Upon completion of this course, the student will have reliably
demonstrated the ability to:

* Providing the necessary scientific foundations to understand
and learn logic, sets, relationships, functions and their
applications in computer science.

* Introducing the student and developing the student's skills in
thinking - arranging ideas - forming arguments - in graph
theories, deducing proof and solving applied problems using
computer programs.

* Developing students' skills in counting methods and
algebraic systems.

Course Assessments

Assignments: 20 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Logic: Logical hypothesis, Logical variables, Logical
operators, Compound Logical sentences, Logic and Bit
operators, Tautology & Contradiction, Logical equivalence,
and the laws of equivalence.

Session 2 (Week 2)

Logical function, universal and existential quantification,
proof, and methods of proof: Truth Table, Proof by Exhaustive
Checking, Proof by Induction, Direct Proof, Proof by
Contradiction.

Session 3 (Week 3)

Sets: Set Description, Empty Set, Equality of Sets, Subsets,
Cardinality of Sets, Power Set, Cartesian Product, Sets
Operations, Set Rules, and Membership Table.

Session 4 (Week 4)

Functions, function definition, types of functions: one-to-one
function, onto function, inverse function, composite function,
increasing function, decreasing function, floor function, ceiling
function, functions in programming languages.

Session 5 (Week 5)

Sequences: arithmetic sequences, geometric sequences,
sequence with recurrence relations, the sum of the sequence.

Session 6 (Week 6)

Counting Methods, Multiplication Rule, Addition Rule,
Subtraction Rule, Generalization of Counting Methods to Sets,
Permutations, Combinations, Pascal Triangle, Representation
of Counting Methods in Programs and Methods of Use.

Session 7 (Week 7)

Mathematical Induction: the use of mathematical induction to
prove some properties of sets.




Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Relations, Properties of Relations: Reflexive Relation,
Symmetric Relation, Anti-symmetric Relation, Transitive
Relation, Operations on Relations, Relation between a group
of Sets (n-ary Relation).

Session 10 (Week 10)

The use of relations in the computer, representation of
relations using matrices, determination of properties of
relations from matrices, representation of relations as directed
graphs.

Session 11 (Week 11)

Equivalence Relations, Equivalence Class, Partial Order, Total
Order, Well-Ordered.

Session 12 (Week 12)

Graphs, Undirected and Directed Graphs Definition, Complete
Graph, Cycles Graph, Handshaking Theorem, Graph
Representation.

Session 13 (Week 13)

Connectivity Graphs, Path Definition, Circular Path, Bipartite
Graphs, Planner Graphs, Euler's Formula, Weighted Graphs,
Dijkstra Algorithm

Session 14 (Week 14)

Trees, Rooted Trees, Applications of Trees.

Session 15 (Week 15)

Discrete Probability: Finite Probability, Probability Theory,
Conditional Probability, Independence, Bernoulli Trials and
the Binomial Distribution, Random Variables, Bayes' Theorem
and its applications.

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving
on time, returning from breaks promptly and remaining until
class is dismissed. Absences are permitted only for medical
reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full
range of knowledge and skills required for full participation in
all aspects of their lives, including skills enabling them to be
life-long learners. To ensure graduates have this preparation,
such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will
be embedded in all courses.

Course Update

Information contained in this course outline is correct at the time
of publication. Content of the courses is revised on an ongoing
basis to ensure relevance to changing educational employment
and marketing needs. The instructor will endeavor to provide
notice of changes to students as soon as possible. Timetable may
also be revised.
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Introduction to the structure of Microprocessors and Microcomputers, | Jaga<iuag
representation of information in the computer. Logic and storage devices J Al
(Semiconductor main memory, internal organization, memory systems cash
and virtual memory), processor structure, registers, transfer of information and
control, programming in Microcomputers, 1/0 Striker and auxiliary electronics,
interrupt structures, direct memory access. LST and its application for
microcomputer. Arithmetic operations. Different Microcomputer architectures.
Digital Computer Organization, machine language instruction execution,
addressing techniques of digital representation of data, symbolic conditional
assembly, 1/O control subroutine Linkage. Systems and utility programs;
Programming techniques. Facilities of operating system.
Computer Architecture and Parallel Processing, Kai Hwang and faye 3 ) el uisl)
Briggs,0-07-031556-6.
Computer Architecture: A Quantitative Approach, By John L. Hennessy,
David A. Patterson, Krste Asanovié¢, 978-0-12-38372-8.
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Processor structure, registers, transfer of information and control,
programming in Microcomputers
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Course Name: Computer Architecture

1 | Course Name Computer Architecture
2 | Course Code CS234
3 | Course type: Mandatory / General Specialty
[/ Specialty / Elective
4 | Accredited Units 4 credits (Units)
5 | Educational Hours 6 Hours
6 | Pre-requisite Requirements CS121,Cs122




7 | Program Offered the Course

BSc in Computer Science

8 | Instruction Language

English + Arabic

9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of the
structure of Microprocessors and Microcomputers, representation of
information in the computer. Logic and storage devices (Semiconductor main
memory, internal organization, memory systems cash and virtual memory),
processor structure, registers, transfer of information and control,
programming in Microcomputers, /O Striker and auxiliary electronics,
interrupt structures, direct memory access. LST and its application for
microcomputer.  Arithmetic  operations.  Different ~ Microcomputer
architectures. Digital Computer Organization, machine language instruction
execution, addressing techniques of digital representation of data, symbolic
conditional assembly, 1/O control subroutine Linkage. Systems and utility
programs; Programming techniques. Facilities of operating system.

Course Textbooks

Book Title & ISBN:
Computer Architecture and Parallel Processing, Kai Hwang and faye
Briggs,0-07-031556-6.

Computer Architecture: A Quantitative Approach, By John L. Hennessy,
David A. Patterson, Krste Asanovié¢, 978-0-12-38372-8.

Additional Resources:
Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration

14 weeks - 6 hours per week

Delivery Lecture-based: 80%, Group interaction and discussion 20%
Course Goals & Upon completion of this course, the student will have reliably demonstrated
Objectives the ability to:

e To emphasize on the concept of computer organization.

e To emphasize on the concept computer architecture.

e To comprehend the different core concepts behind the hardware layer of
a computer system.

e To recognize the mathematical concepts of the low-level computer
structure (circuits and gates).

e To know the processor’s instruction sets architecture and
implementation.

e To recognize the memory organization concept and methods.

Course Assessments

Attendance: 5%

Assignment 1: 15 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction to the structure of Microprocessors and Microcomputers.

Session 2 (Week 2)

Representation of information in the computer. Logic and storage devices
(Semiconductor main memory)

Session 3 (Week 3)

Logic and storage devices (Internal organization, memory systems cash and
virtual memory),




Session 4 (Week 4)

Processor structure, registers, transfer of information and control,
programming in Microcomputers

Session 5 (Week 5)

I / O Striker and Auxiliary electronics, Interrupt structures, direct memory
access.

Session 6 (Week 6)

I / O Striker and Auxiliary electronics, Interrupt structures, direct memory
access.

Session 7 (Week 7)

LST and its application for microcomputer. Arithmetic operations. Different
Microcomputer architectures.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

LST and its application for microcomputer. Arithmetic operations. Different
Microcomputer architectures.

Session 10 (Week 10)

Digital Computer Organization, machine language instruction execution,
addressing techniques of digital representation of data,

Session 11 (Week 11)

Digital Computer Organization, machine language instruction execution,
addressing techniques of digital representation of data,

Session 12 (Week 12)

Addressing techniques of digital representation of data, symbolic conditional
assembly, 1/ O control subroutine Linkage.

Session 13 (Week 13)

Addressing techniques of digital representation of data, symbolic conditional
assembly, 1/ O control subroutine Linkage.

Session 14 (Week 14)

I / O control subroutine Linkage. Systems and utility programs;
Programming techniques. Facilities of operating system.

Session 15 (Week 15)

I / O control subroutine Linkage. Systems and utility programs;
Programming techniques. Facilities of operating system.

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

To be able to:

o Interact effectively within a group using electronic conferencing techniques.

e Contribute to discussions on a conference.

e Improve own learning and performance.

e Communicate effectively about testing strategies, design and low level
codes.

e Use electronic media (the web and electronic conferencing) for information
retrieval and communication.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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[1] Object Analysis, Design, and Implementation: An Integrated Approach, by
Brahma Dathan & Sarnath Ramnath, 2" ed., Springer, 2015.

[2] Java How to Program by Paul Deitel & Harvey Deitel, 10™. Ed., 2015,
Pearson.
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Course Name: Object Oriented Programming (OOP)

1 | Course Name Object Oriented Programming (OOP)
2 | Course Code CS241
3 | Course type: Mandatory / General / Mandatory
Specialty / Elective
4 | Accredited Units 4 Units
5 | Educational Hours 6 hours
6 | Pre-requisite Requirements Cs231
7 | Program Offered the Course BSc of CS
8 | Instruction Language Arabic & English
9 | Date of Course Approval

Brief Description

This course aims to provide students with a principle understanding of the
concepts of OOP that facilities the construction and development of OO programs,
it covers OOP concepts, features of OOP, API (classes library), IDE of OOP,
basic of OOP programming, structure of OOP, classes & objects, access
modifiers, inheritance, arrays in OOP, overloading & overriding methods,
polymorphism, composite classes, packages, Graphical user interface GUI.

Course Textbooks

Book Titles:
[1] Object Analysis, Design, and Implementation: An Integrated Approach, by
Brahma Dathan & Sarnath Ramnath, 2" ed., Springer, 2015.

[2] Java How to Program by Paul Deitel & Harvey Deitel, 10". Ed., 2015,
Pearson.

Additional Resources: available websites and online resources.

Additional textbooks, handouts, and web links may be used in this course at the
discretion of the instructor.

Course Duration

6 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities, active
participation, Laboratory training and exercises.




Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the
ability to:

* Understand the concepts of object oriented programming.

» recognize and identify classes and objects.

* design, construct and write a complete OOP program code.

* Develop, implement and run a specific program code using IDE.

* Test and fix the implemented code.

Course Assessments

Attendance: 0%
Assignments: mini project 5%
Midterm exam: 20%

lab exam: 25%

Final Exam: 50%

50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction to OOP: concepts, features, API Library, basic of OOP, structure of
OOP, IDE

practice 1: object oriented programming compiling-linking/IDE.

Session 2 (Week 2)

Classes: concept of class, class components, attributes (data) and behaviors
(methods), class design, class file, member class (instance variable), class
variable, file of multiple classes, public access modifier,

practice 2: program specification, class design, the main class, input & output.

Session 3 (Week 3)

Classes: constructor, methods, static methods, overloading constructor

practice 3: constructor design & implementation, UML class diagram

Session 4 (Week 4)

Obijects: object concept, object creation, object reference variable (object name),
object attributes and behaviors, input & output of object

practice 4: OOP components, class & object design & implementation, run & test.

Session 5 (Week 5)

Access modifiers: final, static, abstract,

practice 5: applying access modifiers to classes, data, and methods

Session 6 (Week 6)

Access modifiers: public, protected, default, private, set & get methods

practice 6: applying access modifiers to classes, data & methods, building set &
get methods, design & implement a secure OOP data.

Session 7 (Week 7)

Inheritance: concept, advantages, applications, creation of superclass & subclass,
protected member, subclass constructor, relationship between superclass &
subclass.




practice 7: inheritance OOP design & implementation, run & test.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Overloading & overriding methods

practice 9: design, implement of Overloading & overriding methods OOP.

Session 10 (Week 10)

Polymorphism: concept, advantages, applications, creation of superclass subclass
object.

practice 10: polymorphism OOP design & implementation, run & test.

Session 11 (Week 11)

Abstract class & method, polymorphism & abstract class, polymorphic processing,
operator instance of, final method & class, for enhancement statement.

practice 11: demonstrating polymorphism behavior

Session 12 (Week 12)

OOP array & arraylist, objects array, passing an array to a method, return an array,
dynamic memory management with OOP.

practice 12: demonstration of OOP programs with dynamic memory
manipulation.

Session 13 (Week 13)

Composite classes & objects: concept, features, and applications, passing an
object to a method, returning an object from a method.

practice 13: demonstration of programs with composite classes & objects

Session 14 (Week 14)

Packages: concept, features, & creation,

Practice 14: building a multiple programs using packages

Session 15 (Week 15)

files: creation, input & output files, read to a file, write from afile.

Practice 15:writing programs using files, apply operations to files.

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will be embedded in all
courses.

Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.




Course Name: Data Structures 11

1 | Course Name Data Structures Il
2 | Course Code CS242
3 | Course type: Mandatory / General Mandatory
[/ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4
6 | Pre-requisite Requirements CS232
7 | Program Offered the Course BSc in Computer Science
8 | Instruction Language English /Arabic
9 | Date of Course Approval

Brief Description

This course will provide students with an understanding of Trees, and
Graphs. The characteristic of each structure is studied in full, their
implementation algorithms and applications. Hash tables and Hash functions
algorithms are introduced. Finally, the student is introduced to the divide and
conquer algorithms and their complexity.

Course Textbooks

Fundamental of Data Structures (Pascal, C , C++ or Generic version), 1994
CSP, (4th Edition), Horowitz and Sahni.
Data Structures and Program Design in C, Prentice-Hall, 1997, 2" edition,
Kruse, Tondo and Leung.
bl T o Jladl se dlaiae o ¢ daSall Hla 4Sa dlila dad pladiinly gtk s Ul JSLa
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Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, and homework assignments.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated
the ability to:

* Understand Trees, Graphs and Hash functions

» Identify when to use the data structure

* Recognize the difference between the data structures

» Identify representations, terms, conditions to use the different data structure
* Recognize different implementations of the data structure

» Write algorithms and evaluate their complexity

Course Assessments

Midterm exam 1: 15 %

Midterm exam 2: 15 %

Assignments : 20 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Review of linear data structures, time requirements of algorithms, and Space
requirements of algorithms




Session 2 (Week 2)

Trees: Basic terminology, binary trees representation, binary trees traversals,

Session 3 (Week 3) threaded binary trees, optimal binary search trees, binary tree representation
Session 4 (Week 4) of trees, heaps, binary search trees, AVL trees, counting binary trees.
Session 5 (Week 5) Graphs: Definitions and terminology, graph representations, graph traversals
Session 6 (Week 6) and spanning trees, shortest path problem.

Session 7 (Week 7)

Session 8 (Week 8) Midterm Exam

Session 9 (Week 9) Symbol Tables: Definitions and terminology, static tables, hash tables,

Session 10 (Week 10)

hashing, hashing functions, overflow, and collision handling.

Session 11 (Week 11)

Session 12 (Week 12)

The divide-and-conquer algorithms with examples

Session 13 (Week 13)

The greedy algorithms with examples

Session 14 (Week 14)

Session 15 (Week 15)

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.

Course Update
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Course Name: Database 1
1 | Course Name Database 1
2 | Course Code CS243
3 | Course type: Mandatory / General / Specialty
Specialty / Elective
4 | Accredited Units 3 Credits (Units)
5 | Educational Hours 4 hours per week
6 | Pre-requisite Requirements CS231
7 | Program Offered the Course BSc in Computer Sceince
8 | Instruction Language English + Arabic
9 | Date of Course Approval
Brief Description The objective of this course is to prepare students to become able

to implement a working database system using one of the popular
commercial DBMSs. Topics include data and information, file
system, database and database users, database system concepts
and architecture, data modeling using the entity relationship (ER)
model, the relational data model and relational database
constraints, functional dependencies and normalization for
relational databases, relational algebra and relational calculus,
relational database design by ER and EER to relational mapping,
disk storage, basic file structure and hashing, SQL schema
definition, constraints, queries, and views.

Course Textbooks Fundamentals of Database Systems
Ramez Emasri and Shamkant B. Navathe

Course Duration 4 hours per week

Delivery Lecture-based 40%, Group interaction and discussion 10%, self-
directed activities 10%, Laboratory practical 40 etc.

Course Goals & Upon completion of this course, the student will have reliably

Objectives demonstrated the ability to:




e Learnthe major components of a database system.

e Understand how to find out what it really needs in
a database development project.

e Learn the relational model of
development.

e Master how to design a database with the E-R
Model.

e Learn how to build a database with Microsoft
Access and SQL.

database

Course Assessments

Attendance: 5%

Assignment: 15 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction to database Concepts

Session 2 (Week 2)

Database System Concepts and Architecture

Session 3 (Week 3)

Database System Concepts and Architecture

Session 4 (Week 4)

Database Design Process

Session 5 (Week 5)

Entity-Relationship to Relational Mapping

Session 6 (Week 6)

Entity-Relationship to Relational Mapping

Session 7 (Week 7)

Data Modeling Using the Entity-Relationship (ER) Model

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Data Modeling Using the Entity-Relationship (ER) Model

Session 10 (Week
10)

Relationship Constraints , Participation Constraints and Existence
Dependencies

Session 11 (Week
11)

Entity Relationship Diagram
Practical examples in designing database

Session 12 (Week
12)

Labs tutorial on database relationship
Using MySQL: Creating Tables of students’ database

Session 13 (Week
13)

Labs tutorial on database relationship
Using MS- Access : Creating Tables of students’ database

Session 14 (Week
14)

Labs tutorial on database relationship
Using MS- Access : Creating Tables of students’ database

Session 15 (Week
15)

Labs tutorial on database relationship
Using MS- Access : Creating Tables of students’ database

Session 16 (Week Final Exam
16)
Attendance Students are expected to attend every session of class, arriving on

time, returning from breaks promptly and remaining until class is
dismissed. Absences are permitted only for medical reasons and
must be supported with a doctor’s note.

Generic Skills

To be able to:

e Interact effectively within a group using different software to
design database system.

e Contribute to discussions about how to collect need
information about a system to be learn how to design
database.

e Improve own learning and performance.

e Communicate effectively about testing analysis, design and
low level codes.




for information retrieval and communication.

e Use electronic media (the web and electronic conferencing)

Course Update Information contained in this course outline is correct at the time
of publication. Content of the courses is revised on an ongoing basis
to ensure relevance to changing educational employment and
marketing needs. The instructor will endeavor to provide notice of
changes to students as soon as possible. Timetable may also be

revised.
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Course Name: Linear Algebra

1 Course Name Linear Algebra

2 Course Code MA241

3 Course type: Mandatory / General / General
Specialty / Elective

4 Accredited Units 3

5 Educational Hours 4 hours per week

6 Pre-requisite Requirements MA231

7 Program Offered the Course Mathematics

8 Instruction Language Arabic

9 Date of Course Approval

Brief Description

In this course, the student will be introduced to the algebraic concepts of
matrices and determinants, as well as vector spaces and related concepts.

Learn about systems of linear equations and their applications, then learn
about the basis and dimension of vector spaces.

Course Textbooks

Book Title & ISBN: Elementary linear Algebra
peal C.Shielols
hall ) clulad
ouis Ayl 2
el s 2

Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

The student will be familiar with the algebraic concepts and terminology of
matrices and determinants.

Identify vector spaces and related abstract concepts.
Learn about systems of linear equations and their applications.

Recognize the basis and dimension of vector spaces.

Course Assessments

Attendance :5%
Assignment 1. 5 %

Midterm exam: 30 %




Final Exam: 60%

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Vectors in Rn: adding vectors, multiplying vectors by numbers, dot (dot)
product, amplitude ( modulus) distance in Rn dot multiplying (dot),
amplitude ( modulus) distance by Rn.

Session 2 (Week 2) Algebraic properties of Rn. Definition of vector space on R. Subspace, linear
combinations, linear independence.
Session 3 (Week 3) The generator space of a set of vectors,

The sum of two partial aliens, the direct summation of two partial aliens.

Session 4 (Week 4)

Matrices: Meaning of matrix, equality of two matrices, definition of
operations on matrices: Adding two matrices, multiplying a matrix by a
number, multiplying two matrices (taking into account compatibility when
performing any operation). Study of matrix system as vector space,
properties of addition and multiplication of matrices. Meaning of the inverse
of a matrix.

Session 5 (Week 5) Types of Matrices:
Triangular matrices (upper and lower), Determinant Matrix, diagonal
matrices, symmetric matrices, skewed symmetric matrices.

Session 6 (Week 6) Elementary transformations on the rows (or columns) of a matrix - matrices

that are row equivalent (and vertically equivalent)

Use elementary transformations to find the inverse of a square matrix, if it
exists.

Session 7 (Week 7)

Using elementary transformations to find the left multiplicative inverse, the
right multiplicative inverse - if it exists for non-square matrices.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Row space, column space of a matrix. Reducing the matrix to the
abbreviated characteristic row form.

Session 10 (Week 10)

Determinants:

Definition of determinant, properties of determinants, determinant, element
conjugate, calculating the multiplicative inverse of a matrix if it exists using
determinants.

Session 11 (\Week 11)

Linear equations

Homogeneous and inhomogeneous systems of linear equations.

Session 12 (Week 12)

Using matrices to solve any system of linear equations

a) Using primary transformations.
b) Using determinants (Cremer's rule) in the case of the number of
unknowns equal to the number of equations.




Session 13 (Week 13)

Confirm that the solution set of any system of homogeneous linear equations
is a subspace.

Applications to systems of linear equations.

Session 14 (Week 14)

Basis and Dimension

Definition of base and dimension for vector spaces, subspaces, coordinates
with change of base.

Session 15 (Week 15)

The basis of the row space of a matrix.

The rank of the matrix, the relationship of the rank of the matrix to the
compatibility of the system of linear equations. The normal base and regular
form of a matrix.

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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Course Name: Internet programming 1

1 | Course Name Internet programming 1
2 | Course Code CS351
3 | Course type: Mandatory / General Specialty
[ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4
6 | Pre-requisite Requirements Cs241
7 | Program Offered the Course BSc
8 | Instruction Language English - Arabic
9 | Date of Course Approval

Brief Description Step-by-step that helps you quickly master the basics of HTML Document
Structure tags and meta tags, controlling Documents and working with text,
Heading, Paragraphs and fonts. Creating Different list types and styling
them. Working with images audio video and embedding them. working with
hyperlinks and building Tables, Designing Forms, Using CSS Different
Selectors to Style a Site. Responsive web design that incorporates JavaScript,
jQuery, Cascading Stylesheets and HTM. Working with DOM.

Course Textbooks Laura Lemay, Rafe Colburn, Jennifer Kyrnin, Sams Publishing, Pearson

Education , ISBN 13: 9780672336232
Additional Resources:

the discretion of your instructor.

Additional textbooks, handouts, and web links may be used in this course at

Course Duration 4 hours per week




Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated

the ability to:

* Learn how to design pages on the Internet. and link them together

* Understanding HTML commands , writing and storing programs

* Learn how to use CSS with html.

* Describe how to create lists, the difference between them, and how to
insert pictures

* Recognize how to link pages to each other, how to divide them, create
pages on the Internet, and create a form

*» Learn how to use java script with html.

Course Assessments

Attendance: ...5%

Lab exam 15%

Midterm exam: 30%

Final Exam: 50%

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

HTML Documents structure /How to write a Tag /Structuring an HTML
Document/meta Tags

Session 2 (Week 2)

Controlling the Document Background / Working With Text / Headings
/ Paragraphs/ Fonts

Session 3 (Week 3)

Creating an Ordered List /An Unordered List/ Modifying OL / UL Styles

Session 4 (Week 4)

Working With Images / Audio / Video / Embedding Audio Files / Hyper
Links /

Session 5 (Week 5)

Creating Mailto Links / Linking To Named Anchors

Session 6 (Week 6)

Building Tables / Defining Tables/ Working With Table Borders / Defining
Dimensions
of Table Elements

Session 7 (Week 7)

Working With Table Background Properties / Organizing Table Date

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Working With Forms / Defining Form Element (input, Rodio...) Using
Hidden Fields /Specifying Focus Order of Form controls

Session 10 (Week 10)

Using Field Sets / Div Tags / Understanding the Development Cascading
Style Sheets (CSS) / What is CSS? Writing Style rules

Session 11 (Week 11)

CSS Selectors/ The id Selector / The Class Selector /Grouping Selectors /
Simple
Transcript

Session 12 (Week 12)

Preparing Documents For Scripting/ JS Control Statements / JS Functions /
JS Arrays /JS Objects/ JS Events

Session 13 (Week 13)

Intro to the DOM/ DOM Selectors/ JS to manipulate the DOM/ Understand
the
SELECT, then DOM Manipulation, workflow, Events

Session 14 (\Week 14)

Intro to jQuery/jQuery Selectors/ jQuery Methods/ jQuery Events/ jQuery
Todo App(jQuery + CSS + HTML)

Session 15 (Week 15)

What is Bootstrap/ Adding Bootstrap to a Project /Bootstrap components
(dropdown,nav, navbar, panels, forms,..)/ /Bootstrap css

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.




Generic Skills The faculty is committed to ensuring that students have the full range of

embedded in all courses.

knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be

Course Update Information contained in this course outline is correct at the time of

possible. Timetable may also be revised.

publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
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Course Name: System Analysis

1 | Course Name System Analysis

2 | Course Code CS352

3 | Course type: Mandatory / General / Specialty / Specialty
Elective

4 | Accredited Units 3

5 | Educational Hours A

6 | Pre-requisite Requirements CS241 & CS242

7 | Program Offered the Course BSc. in Computer Science

8 | Instruction Language English / Arabic

9 | Date of Course Approval

Brief Description

This course aims to introduce students to methods of analyzing and designing the
systems in which large companies operate (not programs). This is done by
introducing the student to methods of collecting and analyzing information to
extract and analyze requirements. Develop an appropriate design to meet the
needs of the entity. The use of the necessary tools in the process of analysis and
design of the system in the development phase and its implications for the
deployment phase.

The course is built on a theoretical and practical basis, as the students are divided
into groups that identify a real system from the community surrounding the
university or private and public companies and present it to the class. The project
is discussed through the various stages of system analysis and design and ends
with students giving a visual presentation and class discussion of the work they
have done.

Course Textbooks

Book Title & ISBN:  _ac daws § calli ¢(ila sbeall alai 8 cilanlat g dlial) alail) apenai s il
2018) bl ok Aadla ) e (g )

System Analysis and Design, Ninth Edition, Kendall, Pearson 2014

Additional textbooks, handouts, and web links may be used in this course at the
discretion of your instructor.

Course Duration

4 hours per week

Delivery

e Theoretical lectures.
e Practical examples and exercises.
e Practical application of all stages of the system along the semester

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the
ability to:

¢ Introducing students to basic concepts in systems analysis and design and their
importance.




¢ |dentify sources of information collection and methods of extracting and
analyzing requirements.

e Introducing students to the types of documentation and their importance in the
design and development stages of systems.

e Acquisition of skills in using the necessary tools in the process of analysis and
design of the system in the development phase and its implications for the
implementation phase.

Course Assessments

Class Project: 40%

Midterm exam: 10 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Basic concepts in systems: the concept of systems and their components, and the
abstract representation of their content to remove confusion and distinguish
between the structures and their constituent formulas, such as distinguishing the
data and information generated by them, in addition to the types of information
that the organization needs to support its activities.

Session 2 (Week 2)

System development life cycle: Stages of the system development life cycle,
identifying the specifications of the systems analyst and designer, knowing the
duties and responsibilities of the systems analyst and designer, identifying the
role of the systems analyst and designer, the methodologies used to implement
this course.

Session 3 (Week 3)

Feasibility study and its types, contents of the feasibility report, scheduling
techniques, estimating the project implementation time period, and scheduling
tools such as: GANTT chart, Time Line Table, PERT chart.

Session 4 (Week 4)

Methods for collecting the requirements of the work environment and the
requirements of the beneficiary, and the most important of these methods
include the interview, documents, observation, questionnaire, brainstorming
sessions, statistical estimation, similar research, scenarios and use case diagrams,
and the advantages and disadvantages of each method.

Session 5 (Week 5)

Data Flow Diagrams (DFD) its functions, elements, and levels (DFD Levels),
drawing steps, conditions, advantages and disadvantages.

Session 6 (Week 6)

Session 7 (Week 7)

Techniques for describing processes: the structured language, the decision table,
the steps for preparing the decision table, its advantages, its abbreviation, its
simplification, the decision tree, its advantages, the selection of appropriate
techniques for analyzing structural policies.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Data modeling: Data Dictionary DD, specifications, symbols, objectives, functions,
benefits and types, Entity Relation modeling: basic terms, attributes, symbols and
drawing steps.

Session 10 (Week 10)

Output design conditions, production techniques, output design according to the
administrative level. And the design of the inputs and their conditions, and the
use of techniques in the input process and the input forms.

Session 11 (Week 11)

Process design techniques: systems design methods, process modeling design
techniques, SC structure chart, hierarchal input process output—HIOP, and
Warnier Orr Diagram.

Session 12 (Week 12)

Database design: database design steps, functional dependence, types of
functional dependence, entity integrity rule and normalization.

Session 13 (Week 13)

The activities of the implementation phase and the operation of the new system,
which are: testing, transformation strategies, control, software maintenance, and
documentation.




Session 14 (Week 14)

Session 15 (Week 15)

The object-oriented method and the basic concepts in object-oriented analysis:
objects, classes, inheritance, the techniques used in this method, the most
important of which is the Unified Modeling Language (UML) and the tools used in
this language ., and a use case diagram.

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will be embedded in all
courses.

Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.
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Course Name: Database 11

1 | Course Name Database 2
2 | Course Code CS353
3 | Course type: Mandatory / General / Specialty / Specialty

Elective

4 | Accredited Units

3 Credits (Units)




5 | Educational Hours 4 hours

6 | Pre-requisite Requirements CS243
7 | Program Offered the Course BSc in Computer Science
8 | Instruction Language English + Arabic

9 | Date of Course Approval

Brief Description

Introduction to the relational model( Definition of relation, Types of
relationships, One — to — one, One — to — Many, Many — to — Many,
Functional dependence, Keys, First, Second, third normal form).Database
Design(Represent the user view as a collection of relations, Normalize these
relation, Represent all keys, Determine any other restrictions, Merge the
results of the previous steps into one design) Database Design
Process(Physical database design, Design implementation, Testing)Network
Model — Hierarchy. Understanding Structured Query Language (SQL).
Designing database application model with SQL.

Course Textbooks

Fundamentals of Database Systems
Ramez Emasri and Shamkant B. Navathe

Course Duration

4 hours per week

Delivery

Lecture-based 40%, Group interaction and discussion 10%, self-
directed activities 10%, Laboratory practical 40 etc.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably
demonstrated the ability to:
o Design high-quality relational databases and database
applications
e Have developed skills in advanced visual& conceptual
modelling and database design.
e Translate complex conceptual data models into logical and
physical database designs.
o Developed an appreciation of emerging database trends as
they apply to semi-structured data, the internet.
e Master how to design a database with the E-R Model.
e Learn how to build a database with Microsoft Access and
SQL.

Course Assessments

Attendance: 5%

Assignment: 15 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Database Design Process
Schemas versus Instances: Conceptual design

Session 2 (Week 2)

Logical design: Practical examples in designing database

Session 3 (Week 3)

Logical design: Practical examples in designing database

Session 4 (Week 4)

Database Relationship: Practical examples in designing database

Session 5 (Week 5)

Tutorial on database relationship, SQL: Creating Tables of students’
database

Session 6 (Week 6)

Tutorial on database relationship, SQL: Creating Tables of students’
database

Session 7 (Week 7)

Functional Dependencies, SQL: Creating Tables of students’
database

Session 8 (Week 8)

Midterm Exam




Session 9 (Week 9)

1st, 2nd and 3rd Normal Form, SQL.: Creating the relations
between tables

Session 10 (Week
10)

1st, 2nd and 3rd Normal Form, SQL.: Creating the relations
between tables

Session 11 (Week
11)

Tutorial on Database Design course project

Session 12 (Week
12)

SQL:Creating the relations between table

Session 13 (Week
13)

SQL:Insert Record in table

Session 14 (Week
14)

Implementing students’ Course Project

Session 15 (Week
15)

Implementing students’ Course Project

Session 16 (Week Final Exam
16)
Attendance Students are expected to attend every session of class, arriving on

time, returning from breaks promptly and remaining until class is
dismissed. Absences are permitted only for medical reasons and must
be supported with a doctor’s note.

Generic Skills

To be able to:

e Interact effectively within a group using different software to design
database system.

e Contribute to discussions about how to collect need information
about a system to be learn how to design database.

e Improve own learning and performance.

e Communicate effectively about testing analysis, design and low
level codes.

e Use electronic media to expand his/her information about Database
design and implementation.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to
ensure relevance to changing educational employment and marketing
needs. The instructor will endeavor to provide notice of changes to
students as soon as possible. Timetable may also be revised.
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Course Name: Automata Theory

1 | Course Name Automata Theory
2 | Course Code CS354
3 | Course type: Mandatory / General Specialty
[ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4
6 | Pre-requisite Requirements CS233
7 | Program Offered the Course BSc
8 | Instruction Language Arabic + English
9 | Date of Course Approval

Brief Description This course will provide students with a fundamental understanding of the
nature of computing theories related to computer sciences such as BNF
grammar and syntax of calculation of expressions. It also covers the logic of
computations and programming language grammar concepts.
Course Textbooks e Introduction to the theory of computation, Sipser, micheal, Boston:
course technology, 9781285401065
¢ Scientific theory in information Chapter 5 (automata theory
&computability theory, Prof. David vernon
Additional Resources:
Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration 4 hours per week
Delivery Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.
Course Goals & Upon completion of this course, the student will have reliably demonstrated
Objectives the ability to:
* Understand the foundations of computational theory and its fields of
application.

» Use logical thinking in building algorithms and deducing the work of the
machine and the language it operates on

* Clarify the basics of language theory and general concepts in building
programming languages




* Represent the programming language and the implementation
mechanism in an abstract mathematical manner

* learn to design languages modeling and grammar

* Explain the theoretical concepts of dealing with turning machines and
grammars

* Logical thinking and the skill of writing and describing the problem in a
mathematical formulation

* represent of the FSM's mechanism and the inputs it operates on to
determine the language

* Infer the language in which the FSM operates and know the mechanism
of input work on it.

Course Assessments

Attendance: ...5...%

Lab exam: 15.... %

Midterm exam: 30.... %

Final Exam: 50 %

A 50% is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction to automata theory

Session 2 (Week 2)

States and transitions

Session 3 (Week 3)

Graphical representation

Session 4 (Week 4)

Finite state machine

Session 5 (Week 5) Alphabet &words over alphabet

Session 6 (Week 6) Length of words

Session 7 (Week 7) Concatenation of words

Session 8 (Week 8) Midterm Exam
Session 9 (Week 9) Languages of words

Session 10 (Week 10)

Operations on languages

Session 11 (Week 11)

Testing words of languages

Session 12 (Week 12)

(transition &sequence)

Session 13 (Week 13)

Regular expression

Session 14 (Week 14)

( Regular to DFA & DFA to Regular)

Session 15 (Week 15)

Non-deterministic FSM (NFSM vs FSM)

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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Design and Analysis of Algorithms, A Strategic Approach, 2005 by McGraw-
Hill Education (Asia). ISBN 007-124346-1.
[2] Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, Clifford Stein,
Introduction to Algorithms, Third Edition, The MIT Press. ISBN 978-0-262-
53305-8.
[3] M. H. Alsuwaiyel, Algorithms Design Techniques and Analysis, Revised
Edition, Editor-in-Chief: D T Lee (Academia Sinica, Taiwan), Lecture Notes
Series on Computing - Vol. 14, World Scientific Publishing Co. Pte. Ltd. 2016.
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Course Name: Algorithms Analysis and design

1 | Course Name

Algorithms Analysis and design

2 | Course Code CS355

3 | Course type: Mandatory / General /
Specialty / Elective

Mandatory




4 | Accredited Units 4 Units

5 | Educational Hours 6

6 | Pre-requisite Requirements MAZ241,CS241
7 | Program Offered the Course BSc of CS

8 | Instruction Language Arabic & English
9 | Date of Course Approval

Brief Description

This course aims to provide students with a principle understanding of the
concepts of algorithms and how they work. It covers the ways of design and
analysis of current algorithms such as common sort and search algorithms.

The Divide-and-Conquer Paradigm is also presented in this course.

The time complexity of an Algorithm. The best-, average- and worst-case analysis
of algorithms are also covered. It also discusses some aspects of algorithms
problems such as The worst-case lower bound of sorting.

Course Textbooks

Book Titles:

[1]R.C.T. Lee, S. S. Tseng, R. C. Chang, Y. T. Tsai, Introduction to the Design
and Analysis of Algorithms, A Strategic Approach, 2005 by McGraw-Hill
Education (Asia). ISBN 007-124346-1.

[2] Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, Clifford Stein,
Introduction to Algorithms, Third Edition, The MIT Press. ISBN 978-0-262-
53305-8.

[3] M. H. Alsuwaiyel, Algorithms Design Techniques and Analysis, Revised
Edition, Editor-in-Chief: D T Lee (Academia Sinica, Taiwan), Lecture Notes
Series on Computing - Vol. 14, World Scientific Publishing Co. Pte. Ltd. 2016.

Additional textbooks, handouts, and web links may be used in this course at the
discretion of the instructor.

Course Duration

6 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities, active
participation, Laboratory training and exercises.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the
ability to:

Understand the concepts of algorithms.

Realize the Basic Concepts in Algorithmic Analysis.
Identify the complexity of algorithms.

Design the suitable algorithm for special simple problems

Course Assessments

Attendance: 0%

Assignments: mini project 10%




Midterm exam: 30%
Final Exam: 60%

60 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Basic Concepts in Algorithmic Analysis:

Introduction, Binary Search, Analysis of the binary search algorithm, Time
Complexity, Space Complexity, Optimal Algorithms.

practice 1: How to Estimate the Running Time of an Algorithm.

Session 2 (Week 2)

Growth of Functions:

Asymptotic notation, Standard notations and common functions

Session 3 (Week 3)

Techniques Based on Recursion:

Evaluating Polynomials (Horner’s Rule), Radix Sort, Generating Permutations,
The first algorithm example. The second algorithm example

practice 2: building examples

Session 4 (Week 4)

Design and analysis of Divide and Conquer algorithm:

Binary Search, Mergesort , The Divide-and-Conquer Paradigm, Selection: Finding
the Median and the kth Smallest Element, Quicksort

practice 3: building examples

Session 5 (Week 5)

Dynamic Programming:

Introduction, The Longest Common Subsequence Problem, Matrix Chain
Multiplication, The Dynamic Programming Paradigm, The All-Pairs Shortest Path
Problem, The Knapsack Problem.

practice 4: building examples

Session 6 (Week 6)

Complexity of Problems:
NP-complete Problems

Introduction, The Class P, The Class NP, NP-complete Problems , The
satisfiability problem, Proving NP-completeness, The Class co-NP, The
Relationships Between the Three Classes

practice 5: building an example

Session 7 (Week 7)

Access modifiers: public, protected, default, private, set & get methods

practice 6: applying access modifiers to classes, data & methods, building set &
get methods, design & implement a secure OOP data.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Computational Complexity I:




Model of Computation: The Turing Machine, k-Tape Turing Machines and Time
Complexity, Off-line Turing Machines and Space Complexity

practice 7: inheritance OOP design & implementation, run & test.

Session 10 (Week 10)

Computational Complexity II:

Tape Compression and Linear Speed-up, Relationships Between Complexity
Classes: Space and time hierarchy theorems, Padding arguments, Reductions,
Completeness, The Polynomial Time Hierarchy

practice 9: training

Session 11 (Week 11)

Greedy Algorithms:
An activity-selection problem, Elements of the greedy strategy, Huffman codes

practice 10: training

Session 12 (Week 12)

Amortized Analysis: Aggregate analysis, The accounting method, The potential
method, Dynamic tables

practice 11: training

Session 12 (Week 12)

Elementary Graph Algorithms: Representations of graphs, Breadth-first search,
Depth-first search, Topological sort, Strongly connected components

practice 12: training

Session 13 (Week 13)

Minimum Spanning Trees: Growing a minimum spanning tree, The algorithms of
Kruskal and Prim

practice 13: training

Session 14 (Week 14)

Single-Source Shortest Paths:

The Bellman-Ford algorithm, Single-source shortest paths in directed acyclic
graphs, Dijkstra’s algorithm, Difference constraints and shortest paths, Proofs of
shortest-paths properties

Practice 14: building an example

Session 15 (Week 15)

All-Pairs Shortest Paths: Shortest paths and matrix multiplication, The Floyd-
Warshall algorithm, Johnson’s algorithm for sparse graphs

Practice 15: building an example

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,




interpersonal communications, and critical thinking skills will be embedded in all
courses.

Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.
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Course Name: Internet Programming 2

1 | Course Name Internet Programming 2
2 | Course Code CS361
3 | Course type: Mandatory / General Elective
/ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4
6 | Pre-requisite Requirements CS351
7 | Program Offered the Course BSc




8 | Instruction Language Arabic + English

9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of the
nature of MySQL and PHP open-source scripting language. Students will be
able to configure the development environment and create highly functional,
dynamic, data-driven Web applications easily. writing basic PHP programs
from the fundamental’s language syntax and data structures to different
arrays handling the use of functions and built-in functions to pass variables
between pages, Handling forms in PHP. More advanced features such as
MySQL database integration with PHP to handle files, cookies and Sessions,
PHP OOP classes/Objects. ......... etc.

Course Textbooks

How to Do Everything with PHP and MySQL 1st Edition

author: Vikram Vaswani, Publisher: McGraw-Hill , ISBN 13:
9780071466547

Additional Resources:

Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated
the ability to:

* Recognize the programming environment of the PHP language

* Learn to create, open, read, write, delete and close files on the server.

» design the Form and collect data from it.

» send and receive cookies.

* add, delete or modify data in the database using PHP language.

* to have an idea about data exchange between Forms.

* Learn to create dynamic page content.

* develop interface programming and web design.

Course Assessments

Attendance: 5%

Lab exam: 15 %

Midterm exam: 30 %

Final Exam: 50%

A 50% is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Basic Fundamentals of PHP

Session 2 (Week 2)

Arrays in PHP

Session 3 (Week 3)

Forms Handling in PHP

Session 4 (Week 4)

Passing Variables with Data between Pages

Session 5 (Week 5)

Functions in PHP

Session 6 (Week 6)

PHP Built-in Function

Session 7 (Week 7)

MySQL Database

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

PHP & Mysql

Session 10 (Week 10)

PHP Examples

Session 11 (Week 11)

PHP File Handling

Session 12 (Week 12)

PHP Cookies & Sessions

Session 13 (Week 13)

PHP OOP

Session 14 (Week 14)

PHP Classes/Objects




Session 15 (Week 15)

PHP Examples(create website)

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.

Course Name: Software Engineering

1 | Course Name Software Engineering

2 | Course Code CS362

3 | Course type: Mandatory / General / Mandatory / Specialty

Specialty / Elective

4 | Accredited Units 3

5 | Educational Hours A

6 | Pre-requisite Requirements System Analysis, OOP
CS352

7 | Program Offered the Course BSc in Computer Science

8 | Instruction Language English / Arabic

9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of the
area of software engineering, the different phases of a software
development life cycle and the tools used during each phase.

Course Textbooks

Book Title & ISBN:

e Software Engineering, TENTH edition, lan Sommerville, ISBN 13:
978-1-292-09613-1, Pearson Education Limited 2016.




Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated
the ability to:

¢ Understand Fundamentals of Software Engineering

¢ |dentify the different phases of software development life cycle

® Recognize the tools and documents related to the development of
software systems using Software Engineering.

e |dentify representations, terms, conditions, and tools used in the different
phases of solution life cycle.

¢ Recognize problems in the development process and propose solutions

¢ Construct a development plan for a software system following the
directives of software engineering

¢ Write reports to show the implementations of the different phases of the
software development

Course Assessments

Assignment 1: 10 %

Assignment 2: 10 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

SOFTWARE ENGINEERING FUNDAMENTALS: Software Development
Challenges, Software Scope, Software Engineering Discipline, Software
Methodologies and Related Process Models, The Human Side of Software
Development, Introduction to Agile Software Engineering

Session 2 (Week 2)

SOFTWARE DEVELOPMENT LIFE CYCLES: Process Models and Solution Life
Cycle Phases, Traditional Life Cycle Models (Waterfall, V, Phased,
Evolutionary, Spiral, CBSE), Alternative Techniques (UP, RAD, JAD, PSP/TSP,
Prototyping)

Session 3 (Week 3)

SOFTWARE DEVELOPMENT LIFE CYCLES: Agile Software Engineering Process
Models, Extreme Programming, Agile Software Development, DevOps, Roles
and Types of Standards, 1ISO 12207: Life Cycle Standard, IEEE Standards for
Software Engineering Processes and Specifications.

Session 4 (Week 4)

Session 5 (Week 5)

REQUIREMENT ENGINEERING: Functional and non-functional requirements,
Requirements engineering processes, Requirements elicitation,
Requirements validation, Requirements change.

Session 6 (Week 6)

Session 7 (Week 7)

SYSTEM MODELING: Context models, Interaction models, Structural models,
Behavioral models, Model-driven architecture

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

ARCHITECTURAL DESIGN: Architectural design decisions, Architectural
views, Architectural patterns, Application architectures.

Session 10 (Week 10)

Session 11 (Week 11)

DESIGN AND IMPLEMENTATION: Object-oriented design using the UML,
Design patterns, Implementation issues, Open-source development.

Session 12 (Week 12)

Session 13 (Week 13)

SOFTWARE TESTING: Development testing, Test-driven development,
Release testing, User testing.

Session 14 (Week 14)




Session 15 (Week 15) | SOFTWARE EVOLUTION: Evolution processes, Legacy systems, Software

maintenance.

Session 16 (Week 16) Final Exam

Attendance Students are expected to attend every session of class, arriving on time,

with a doctor’s note.

returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported

Generic Skills The faculty is committed to ensuring that students have the full range of

embedded in all courses.

knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be

Course Update Information contained in this course outline is correct at the time of

possible. Timetable may also be revised.

publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
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Systems: Three Easy Pieces, 2014 by Arpaci-Dusseau Books, Inc. electronic
copy: http://www.ostep.org
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Course Name: Operating systems

1 | Course Name

Operating systems

2 | Course Code CS363

3 | Course type: Mandatory / General Mandatory
/ Specialty / Elective

4 | Accredited Units 3 Units

5 | Educational Hours

4 hours per week

6 | Pre-requisite Requirements CS352

7 | Program Offered the Course BSc of CS

8 | Instruction Language

Arabic & English




| 9 | Date of Course Approval \ |

Brief Description

This course will provide students with the fundamental understanding of the
concepts of operating systems. It Provides an overview of computer architecture
and organization, with emphasis on topics that relate to operating system (OS)
Design. It also Presents a detailed analysis of processes, multithreading,
symmetric multiprocessing (SMP), and microkernels. In addition, the course also
examines the key aspects of concurrency on a single system, with emphasis on
issues of mutual exclusion and deadlock. Memory management and virtual
memory are also discussed. It also provides a comparative discussion of various
approaches to process scheduling. Thread scheduling, SMP scheduling, and real-
time scheduling.it also explains the issues involved in OS control

of the 1/O function. a brief discussion of embed systems and distributed systems
are included.

Course Textbooks

Book Titles:

[1] William Stallings, Operating Systems: Internals and Dessin Principles, 7" ed.,
Prentice Hall,2012, ISBN-13: 978-0-13-230998-1.

[2] Remzi H. Arpaci-Dusseau and Andrea C. Arpaci-Dusseau, Operating Systems:
Three Easy Pieces, 2014 by Arpaci-Dusseau Books, Inc. electronic copy:
http://www.ostep.org

Additional Resources: available websites and online resources.

Additional textbooks, handouts, and web links may be used in this course at the
discretion of the instructor.

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities, active
participation, Laboratory training and exercises.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the

ability to:

¢ Recognize and understand the concepts of operating systems.

¢ |[dentify the computer architecture & organization with related to operating
system Design.

¢ Understand the processes description and control.

¢ Able to examine the key aspects of concurrency on a single system, with
emphasis on issues of mutual exclusion and deadlock.

¢ Describe Memory management and virtual memory.

o discuss of various approaches to process scheduling, Thread scheduling, SMP
scheduling, and real-time scheduling.

¢ explain the issues involved in OS control of the 1/O function.

e recognize embed systems and distributed systems with related to OS.

Course Assessments

Attendance: 0%

Assignments: mini project 10%

Midterm exam: 30%

Final Exam: 60%

50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Operating system overview: Operating System Objectives and Functions, The Evolution of
Operating Systems, Major Achievements, Developments Leading to Modern Operating
Systems, Virtual Machines, OS Design Considerations for Multiprocessor and
Multicore

practice 1: Microsoft Windows Overview, Traditional UNIX Systems, Modern
UNIX Systems, Linux, Linux VServer Virtual Machine Architecture




Session 2 (Week 2)

Process Description and Control: Process concept, Process States, Process
Description, Process Control, Execution of the Operating System, Security Issues
practice 2: UNIX SVR4 Process Management

Session 3 (Week 3)

Threads: Processes and Threads, Types of Threads, Multicore and Multithreading
practice 3: Windows 7 Thread and SMP Management

Session 4 (Week 4)

various multithread managements: Solaris Thread and SMP Management
Linux Process and Thread Management, Mac OS X Grand Central Dispatch
practice 4: managements strategies.

Session 5 (Week 5) Concurrency: Mutual Exclusion and Synchronization: Principles of Concurrency,
Mutual Exclusion: Hardware Support, Semaphores, Monitors, Message Passing
practice 5: java synchronization

Session 6 (Week 6) Concurrency: Deadlock and Starvation

Principles of Deadlock, Deadlock Prevention, Deadlock Avoidance, Deadlock
Detection, An Integrated Deadlock Strategy
practice 6: Windows Concurrency Mechanisms

Session 7 (Week 7)

Memory Management: Memory Management Requirements, Memory
Partitioning, Paging, Segmentation, Security Issues
practice 7: windows vs Unix Memory management

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Virtual Memory: Hardware and Control Structures, Operating System Software
practice 9: Linux Memory Management, Windows Memory Management

Session 10 (Week 10)

Scheduling: Uniprocessor Scheduling

Types of Processor Scheduling, Scheduling Algorithms Traditional UNIX
Scheduling

practice 10: Scheduling Algorithms

Session 11 (Week 11)

Multiprocessor and Real-Time Scheduling: Multiprocessor Scheduling, Real-Time
Scheduling
practice 11: windows & Linux Scheduling

Session 12 (Week 12)

I/0 Management and Disk Scheduling: 1/O Devices, Organization of the 1/0
Function, Operating System Design Issues, 1/0 Buffering, Disk Scheduling,
RAID, Disk Cache

practice 12: Linux I/O, Windows 1/0

Session 13 (Week 13)

File Management: an overview, File Organization and Access, B-Trees, File
Directories, File Sharing, Record Blocking, Secondary Storage, Management, File
System Security

practice 13: Linux Virtual File System, Windows File System

Session 14 (Week 14)

Embedded Operating Systems: Embedded Systems, Characteristics of Embedded
Operating Systems
Practice 14: eCos, TinyOS operating systems

Session 15 (Week 15)

Distributed Systems: Distributed Processing, Client/Server, and Clusters
Client/Server Computing, Service-Oriented Architecture, Distributed Message
Passing, Remote Procedure Calls, Clusters

Practice 15: windows vs Linux clusters

Session 16 (\Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will be embedded in all
courses.




Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.

Course Name: Programming Languages

1 | Course Name Programming Languages

2 | Course Code CS364

3 | Course type: Mandatory / General / Specialty
Specialty / Elective

4 | Accredited Units A

5 | Educational Hours 6

6 | Pre-requisite Requirements Object Oriented Programming, Data Structures ||

CS241,CS242

7 | Program Offered the Course BSc in Computer Science

8 | Instruction Language English

9 | Date of Course Approval

Brief Description

The purpose of this course is to provide a vision of programming languages
concepts and compare actual languages and their implementations of the
concepts. The student will develop knowledge on theory of programming
languages, which will allow him/her to perform evaluation of languages and
their constructs.

Course Textbooks

Book Title & ISBN: Concepts of Programming Languages, Addison Wesley,
2009, 12th Edition, Robert W. Sebesta.

Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration

6 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory assignments and homework assignments.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated
the ability to:

e Understand the different concepts of programming languages

e |dentify the terminology and use of the different concepts in programming
languages

* Recognize when and how to use the different concepts




Course Assessments

Assignment 1: 10 %

Assignment 2: 20 %

Midterm exam: 20 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction: Why should we study programming languages? Programming
Domains, Language Evaluation Criteria, Implementing programming
languages,

History of Programming Languages: A brief history of programming
languages.

Session 2 (Week 2)

Session 3 (Week 3)

Grammars, Describing Syntax and Semantics:

The Role of Grammars, Context-free Grammars, Derivations (Top-down-
Bottom-up), Syntax and Semantics, Parse Trees, Notations for Specifying
Languages (EBNF,Syntax Graphs), Ambiguity Of the grammar

Session 4 (Week 4)

Session 5 (Week 5)

Names, Binding, Scope, Type Checking:
Names, Variables, The Concept of Binding, Scope , Scope and Lifetime,
Referencing Environments, Named Constants.

Session 6 (Week 6)

Session 7 (Week 7)

Data Types (Specification, Implementation, Declaration Of Data Types, Type
Checking and Conversion ):

Primitive Data Types, Character String Types, User-Defined Ordinal Types,
Array Types, Associative Arrays, Record Types, Tuple Types, List Types,
Union Types, Pointer and Reference Types, Type Checking, Strong Typing,
Type Equivalence

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Expressions and Assignments:

Arithmetic Expressions, Overloaded Operators, Type Conversions, Relational
and Boolean Expressions, Short-Circuit Evaluation, Assignment Statements,
Mixed-Mode Assignment

Session 10 (Week 10)

Session 11 (Week 11)

Statements & Control structures (Sequence control, data control):
Selection Statements, lterative Statements, Unconditional Branching,
Guarded Commands

Session 12 (Week 12)

Session 13 (Week 13)

Subprograms, Implementing Subprograms:

Fundamentals of Subprograms, Design Issues for Subprograms, Local
Referencing Environments, Parameter-Passing Methods, Parameters That
Are Subprograms, Calling Subprograms Indirectly, Overloaded
Subprograms, Generic Subprograms, Design Issues for Functions, User-
Defined Overloaded Operators, Closures, Coroutines.

Session 14 (Week 14)

Session 15 (Week 15)

Study in details any programming paradigm such as Functional
Programming( eg Scheme, Lisp) , Logic Programming( eg Prolog) or Pure
00 programming ( eg smalltalk).

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported
with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their




embedded in all courses.

lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be

Course Update Information contained in this course outline is correct at the time of

possible. Timetable may also be revised.

publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
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Course Name: Artificial Intelligence

1 | Course Name Artificial Intelligence

2 | Course Code CS365

3 | Course type: Mandatory / Specialty
General / Specialty / Elective

4 | Accredited Units 3

5 | Educational Hours 4

6 | Pre-requisite Requirements CS355

7 | Program Offered the Course BSc

8 | Instruction Language Arabic + English




| 9 | Date of Course Approval |

Brief Description

The course provides a brief history of artificial intelligence, research
techniques (methodologies), representation of knowledge, logic,
uncertainty, inference, and learning systems, as well as selected
special topics such as robotics, natural language processing, and
artificial neural networks.

Course Textbooks

Artificial Intelligence ISBN:0-07-100894-2
Artificial Intelligence A Modern Approach Third Edition ISBN-
13:978-0-13-604259-7

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed
activities, active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably
demonstrated the ability to:

» Understand the concept of artificial intelligence, its genesis,
development and the latest trends in its field.

« Identify various applications of artificial intelligence.

» Write a program in the Payton language.

* Development of programs in the language of Payton for some
artificial intelligence algorithms.

* Implement simple software based on artificial intelligence techniques
and expert systems.

Course
Assessments

Assignment 1: 10 %

Assignment 2: 10 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

What is Artificial Intelligence?

e The Al Problem.

e The Underlying Assumption.

e What is an Al Technique?
Exercises: Introduction to Python, Syntax of Python program
structure.

Session 2 (Week 2)

What is Artificial Intelligence?

e The level of the model.

e Criteria for success.

e Some General References
Exercises: Python: - operators, Arithmetic.

Session 3 (Week 3)

Problems, Problem space, and search.
e Definition the problem as a state space search.
e Production systems.
e Problem characteristics.
Exercises: Python: -input, output, control structure, dataset.

Session 4 (Week 4)

Problems, Problem space, and search.
e Production system characteristics.




e Issues in the design of search problem.
e Additional problem.
Exercises: Python: - Search technique implementation.

Session 5 (Week 5)

Heuristic search techniques.

e General-and- Test.

e Hill climbing.

e Best-First search.
Exercises: More in machine learning, programming style and
technique.

Session 6 (Week 6)

Heuristic search techniques.
e Problem Reduction.
e Constraint satisfaction.

e Means-Ends analysis
Exercises: Techniques and operations on data sets.

Session 7 (Week 7)

Knowledge Representation.
e What is Knowledge representation, Simple Logic?
e Types of knowledge representation methods.
Exercises: Basic problem-solving strategies, DFE, BFS.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Knowledge Representation.

Representations and mappings.

Approaches to knowledge representation.

Issues in knowledge representation.

The frame problem.

Exercises: Basic problem-solving strategies, Best-First, Heuristic
Search.

Session 10 (Week
10)

Reasoning with uncertainty knowledge
e What is Uncertainty and Probability?
e Bayesian belief networks.
Exercises: Basic problem-solving strategies, Heuristic Search.

Session 11 (Week
11)

Artificial intelligence applications.
e Single perceptron.
e Supervised learning.
e Unsupervised learning.
Exercises: Constraint-logic programming.

Session 12 (Week
12)

Artificial intelligence applications.
e Natural language processing.
e Translation and — Nonlinear control.

e Computer vision.
Exercises: Recursion programming.

Session 13 (Week
13)

Artificial intelligence applications.
e Virtual reality and image processing.
e Game theory and strategic planning.
e Artificial intelligence in games
e Atrtificial creative.
Exercises: Representing knowledge with if-then rules.




Session 14 (Week
14)

Selected topics in artificial intelligence.
e Neural networks.
e Speak and look.
Exercises: Forward and backward chaining in rule-based systems.

Session 15 (Week
15)

Selected topics in artificial intelligence.
e Robotics.
e Automatic hand.

Exercises: Grammar rules in Python.

Session 16 (Week Final Exam
16)
Attendance Students are expected to attend every session of class, arriving on

time, returning from breaks promptly and remaining until class is
dismissed. Absences are permitted only for medical reasons and must
be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range
of knowledge and skills required for full participation in all aspects of
their lives, including skills enabling them to be life-long learners. To
ensure graduates have this preparation, such generic skills as literacy
and numeric, computer, interpersonal communications, and critical
thinking skills will be embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to
ensure relevance to changing educational employment and marketing
needs. The instructor will endeavor to provide notice of changes to
students as soon as possible. Timetable may also be revised.
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Course Name: Systems Programming

1 | Course Name

Systems Programming

2 | Course Code CSs471




3 | Course type: Mandatory / General Specialty
/ Specialty / Elective
4 | Accredited Units 4
5 | Educational Hours 6
6 | Pre-requisite Requirements CS361
7 | Program Offered the Course BScin CS
8 | Instruction Language Arabic + English
9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of the
focus of systems programming. The course is teaching programmable
interfaces of a computer system as well as how to use them correctly and
effectively when writing a program. The topics mainly include
hardware/software interfaces (e.g., data representation in memory) and
OS/application interfaces (e.g., syscalls). In discussing these topics, the
course gives an overview of a complete computer system, the hardware,
operating system, compiler, and network, in order to guide students through
various components that modern programs rely on to accomplish their
intended purposes.

Course Textbooks

Hart, Johnson M., , "Windows system programming", Addison-
Wesley; 4 edition (2010), ISBN-10 0321657748
Computer Systems: A Programmer’s Perspective by Bryant & O’Hallaron

Course Duration

6 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated
the ability to:

» Understand the basic operating system concepts.

* Understand the fundamentals of concurrent programming.

* Develop the habit of thorough testing and become comfortable in using
debugging tools.

* Develop complex applications using asynchronous programming
techniques.

* Develop software systems that demonstrate the importance of networking
technologies.

Course Assessments

Assignment 2: 15 %

Midterm exam: 25 %

Final Exam: 60 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Concepts of system programming.
e The concept of system programming.
e The differences between systems programs and application
programs.
e The difference between Assembler and operating systems..
e Brief Review of Program Concepts.

Session 2 (Week 2)

Operating System: 1-pass and 2-pass.
e Aninsight into the concept of Operating System.




e The meaning and work of 1- pass Assembler.
e The meaning of a 2-pass Assembler.

Session 3 (Week 3)

Assembly Functions
e Review the work of a 2-pass assembler.
e Basic Assembly Functions.
e Assembler directives.
e An Assembler example program.

Session 4 (Week 4)

Basic Elements of and Assembly Program.
e The general format of an Assembly program statement.
e The purpose of each field of Assembly language statement.
e The meaning of symbolic operations, types of operations, program
counter. Registers, Instruction cycle.
e Types of Instructions.

Session 5 (Week 5)

Sample Program Example.
e Write a program with no input but output.
e Symbol table and Local labels.

Session 6 (Week 6)

Assembler Functions.
e The Assembler Functions.
e Assembler modules.

Session 7 (Week 7)

Interpretation, Translation, Compilation.
e The meaning of translation and compilation.
e The types of compiler.
e The stages compilation.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Front End and Back End.
e Front-end compilation and its stages.
e Back end compilation and its stages.

Session 10 (Week 10)

Error Checking, Utilities, Libraries.
e Describe error checking and handling.
e Explain utilities and give some examples.
e Discuss the types of libraries.

Session 11 (Week 11)

Operating Systems: Importance, Uses, Types.
e The historical development of operating system.
e The importance and uses of operating system.
e The system commands of MS-DOS, UNIX, and Windows operating
systems.

Session 12 (Week 12)

OS Services
e Services provided by Operating System.

Session 13 (Week 13)

1/0 Buffering and Files.

1/0 Buffering.

Dealing with files stored in I/O devices.

e Spooling: its advantages and disadvantages.

Session 14 (Week 14)

Interrupts.
e Interrupt handling process.
e The concept of interrupts and traps..
e The CPU activity in interrupt mode, pooling, and the CPU status.

Session 15 (Week 15)

Multiprogramming, Multitasking, Multiprocessing.

e Explain batch modes with respect to compilation and library.

e Batch Processing, Time sharing, Real time, and network operating
systems.

e Multiprogramming, Multitasking and Multiprocessing systems.




Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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Course Name: Research Method

1 | Course Name Research Methods
2 | Course Code Cs472
3 | Course type: Mandatory / General General
/ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4
6 | Pre-requisite Requirements CS362
7 | Program Offered the Course BSc




8 | Instruction Language

Arabic + English

9 | Date of Course Approval

Brief Description

In this course, the student learns about the methods that he should follow in
his scientific research from the methods followed in the research process .
Moreover, how to search for scientific facts and the tools used in it, as well
as their types in terms of the style of thinking, use and activity as well as the
way of writing for the graduation project.

Course Textbooks

9782745192622 ,2745192620 (oalall Canll zalic :[SBN s _saell QLS () sic
conducting educational research Bruce W. Tuckman, Brian E. Harper

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

By studying the course, the student will have reliably demonstrated the
ability to:

*» Understand research methods

* Determine the quality of scientific research

» Understand what the tools of scientific research are.

* Identify the scientific and ethical qualities of the researcher.

* Learn how to write a graduation project

Course Assessments

Assignment 15 %

Midterm exam: 25 %:

Final Exam60 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Principles and objectives of scientific research.
- Characteristics of scientific research.
- The importance of scientific research.
- Types of scientific research.

Qualities of a scientific researcher.

Session 2 (Week 2)

Methods of scientific research
- Definition of scientific research.
- The importance of determining the methodology of scientific
research.
The foundations on which the selection of a methodology of scientific
research methods is built.

Session 3 (Week 3)

Types and methods of scientific research

- Descriptive methodology.

- Inductive approach.

- Deductive approach.

- Comparative approach.
Appropriate scientific research methods for the study of computer science
problems.

Session 4 (Week 4)

Empirical approach
- The concept of the experimental approach.
- Advantages of the experimental approach
- Terminology of the experimental approach.
Steps to conduct the experimental approach.

Session 5 (Week 5)

Scientific research tools
- Distinguish between methods and tools of scientific research.
- Determination of the study sample.




Sample collection methods.

Session 6 (Week 6)

Plane of the research.

- Research problem.

- Research assignments.

- The importance of research.
Research objectives.

Session 7 (Week 7)

Scientific Research Plan

- Research Methodology.

- Research tools.

- Community and research sample.
Search limits.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Scientific research plan

- Previous studies.

- Search terms.

- Research structure.
Sources and references.

Session 10 (Week 10)

The formulation of the research promises
- Toemploy and benefit from the scientific material, analysis and
conclusion.
- The methodology of writing a draft research, and the mechanism of
selection from it.
- Adherence to the rules of the Arabic language.
- Pay attention to punctuation.
- Methodology of drafting the conclusion of the research.
Methodology for the preparation of various indexes.

Session 11 (Week 11)

Suspension Rules

- Marginalization and Documentation Suspension Controls.

- Multiple functions of footnotes.
Choose what suits the topic of research and its size from the methods of
numbering footnotes.

Session 12 (Week 12)

Rules for the realization of manuscripts The meaning and purpose of the
realization of manuscripts. Methods of manuscript investigation. How to
comment and marginalize on manuscripts.

Session 13 (Week 13)

References and sources: the way they are arranged and indexed.
- What is meant by sources and references?
- Types of references and sources.
- The most important references and sources for writing scientific
research in the fields of specialization.
- The way references and sources are arranged in the footnote.
The method of arranging references and sources in indexes.

Session 14 (Week 14)

Print the research and output
- Pay attention to the clarity of letters and words.
- Write on one side of the page. Search page numbering.
- Distinguish between headlines and sidelines.
- The independence of each piece of information by paragraph.
- Separation between detectives and non-overlapping between them.
- Fontsize is at the heart of the search.
- Write the information on the title page.
The appearance and shape of the search.

Session 15 (Week 15)

Training on the preparation of scientific research in the subject of
cybersecurity

Session 16 (Week 16)

Final Exam




Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as

possible. Timetable may also be revised.
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[1] William Stallings, Cryptography and Network Security: Principles and
Practices, 4" ed., Publisher: Prentice Hall, 2005, ISBN-10: 0-13-187316-4.
[2] Jaydip Sen, Cryptography and Security in Computing, eBook (PDF)
Published by IN TECH d.o.0., 2012, eBook (PDF) ISBN 978-953-51-5615-4,
http://dx.doi.org/10.5772/2213
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Course Name: Computer security

1 | Course Name Computer security

2 | Course Code CS473

3 | Course type: Mandatory / General / Mandatory
Specialty / Elective

4 | Accredited Units 3 Units

5 | Educational Hours 4 hours

6 | Pre-requisite Requirements CS363

7 | Program Offered the Course BSc of CS

8 | Instruction Language Arabic & English

9 | Date of Course Approval

Brief Description

This course will provide students with the fundamental understanding of the
concepts of computer security and cryptography. It discusses in detail the
examination of conventional encryption algorithms and design principles,
including a discussion of the use of conventional encryption for confidentiality. It
also covers the Public-Key Encryption and Hash Functions with the use of




message authentication codes and hash functions, as well as digital signatures and
public-key certificates.in addition, it covers important network security tools and
applications, including Kerberos, X.509v3 certificates and SSL/TLS, and SET. It
also looks at system-level security issues, including the threat of and
countermeasures for intruders and viruses, and the use of firewalls and trusted
systems. Network and user security are also discussed.

Course Textbooks

Book Titles:

[1] William Stallings, Cryptography and Network Security: Principles and
Practices, 4™ ed., Publisher: Prentice Hall,2005, ISBN-10: 0-13-187316-4.

[2] Jaydip Sen, Cryptography and Security in Computing, eBook (PDF) Published
by IN TECH d.0.0., 2012, eBook (PDF) ISBN 978-953-51-5615-4,
http://dx.doi.org/10.5772/2213

[3] Matt Bishop, Introduction to Computer Security, Pearson Education, Inc., 2005,
ISBN: 0-321-24744-2.

[4]Behrouz Forouzan, 2007, Cryptography and Network Security, MCGraw Hill,
Additional Resources: available websites and online resources.

Additional textbooks, handouts, and web links may be used in this course at the
discretion of the instructor.

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities, active
participation, Laboratory training and exercises.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the
ability to:

e Understand the concepts of computer security.

e Identify the computer security components.

e Able to examine the key aspects of access control issues.
ediscuss of various approaches to cryptographic algorithms.
eexamine important network security tools and applications.
eunderstand system-level security issues.

e Able to use the firewalls and trusted systems.

e Able to defend against different types of attacks.

Course Assessments

Attendance: 0%

Assignments: mini project 10%

Midterm exam: 30%

Final Exam: 60%

50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

An Overview of Computer Security: The Basic Components of computer security,
Threats, Assumptions and Trust, Operational Issues, Human Issues,
Organizational Issues.

practice 1: human computer security problems



http://dx.doi.org/10.5772/2213

Session 2 (Week 2)

Access control: type of access control, access control matrix

practice 2: types of access control systems

Session 3 (Week 3) Security Policies: Types of Security Policies, The Role of Trust
practice 3: Example of security policies: Academic Computer Security Policy
Session 4 (Week 4) Confidentiality Policies: Goals of Confidentiality Policies, The Bell-LaPadula

Model.

practice 4: Example: The Data General B2 UNIX System.

Session 5 (Week 5)

Integrity policies: Biba Integrity Model, Clark-Wilson Integrity Model , The
Model aspect, Comparison with Other Models

practice 5: integrity model testing

Session 6 (Week 6)

Hybrid policies: Chinese Wall Model, Bell-LaPadula and Chinese Wall Models,
Clark-Wilson and Chinese Wall Models, Clinical Information Systems Security
Policy, Bell-LaPadula and Clark-Wilson, Originator Controlled Access Control,
Role-Based Access Control .

practice 6: hybrid policies testing

Session 7 (Week 7)

Basic Cryptography: Classical Cryptosystems, Public Key Cryptography: RSA,
Cryptographic Checksums: HMAC

practice 7: building simple RSA algorithm

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Key management: Session and Interchange Keys, Key Exchange, Classical
Cryptographic Key Exchange and Authentication, Kerberos, Public Key
Cryptographic Key Exchange and Authentication, Cryptographic, Storing and
Revoking Keys, Digital Signatures

practice 9: building simple public key cryptography algorithm

Session 10 (Week 10)

Cipher Techniques: Stream and Block Ciphers, Networks and Cryptography

practice 10: Example Protocols

Session 11 (Week 11)

Authentication: basics, Passwords, Challenge-Response, Biometrics
Location, Multiple Methods

practice 11: biometrics examples

Session 12 (Week 12)

Malicious Logic: Introduction, Trojan Horses, Computer Viruses, Computer
Worms, Defenses

practice 12: examples of antivirus

Session 13 (Week 13)

Network Security:

Policy Development, Network Organization, Availability and Network Flooding,
Anticipating Attacks

practice 13: web security training




Session 14 (Week 14)

System Security: introduction, Policy, Networks, users, Authentication, Processes,
Files.

Practice 14: user authentication testing

Session 15 (Week 15)

User and security: Access, Files and Devices, Processes, Electronic
Communications

Practice 15: password management

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will be embedded in all
courses.

Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.
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Course Name: Computer Graphics

1 | Course Name Computer Graphics
2 | Course Code CS474
3 | Course type: Mandatory / General Specialty
[ Specialty / Elective
4 | Accredited Units 3
5 | Educational Hours 4
6 | Pre-requisite Requirements Cs241
7 | Program Offered the Course BSc
8 | Instruction Language Arabic + English
9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of
computer graphics, and introduce basic mathematical tools and
computational techniques for modeling, rendering, and animating 3-D
scenes.

Course Textbooks

Computer Graphics , ISBN:0-13-165598-1
Computer Graphics 0135309247, 9780135309247
Computer Graphics: Using OpenGL 9780131362628 ,0131362623

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

By studying the course, the student will have reliably demonstrated the
ability to:

+ Understand and train computer drawing algorithms and training on how to
apply them.

» Identify the techniques used in the representation of two- and three-
dimensional geometric models.

* Recognize various drawing algorithms.

» Write programs in a chosen language.

* Development of some drawing algorithms.

* Implementation of drawing algorithms.

Course Assessments

Assignment : 15%
Midterm exam: 25%
Final Exam: 60%




A 50% is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

A survey of computer graphics.
e Computer- aided design.
e Graphs, charts, and models.
e Computer art.
e Computer animation.
Exercises: introduction to the computer language selected to this course.

Session 2 (Week 2)

A survey of computer graphics.
e Graphical user interface.
e Graphical for home use.
e Image processing.
Exercises: introduction to Graphic library.

Session 3 (Week 3)

Overview of graphics systems.
Display devices.
Hard-copy devices.
Interactive input device.
Display processors.
e Graphics software.
Exercises: introduction to Graphic library.

Session 4 (Week 4)

Output primitives.
e Points and lines.
e Line-drawing algorithms.
Antialiasing lines.
e Line command.
Fill areas.
Exercises: implement algorithms.

Session 5 (Week 5)

Output primitives.

e Circle- generation algorithms

e Other curves.

e Character generation.

e Instruction sets for display processors.
Exercises: implement algorithms.

Session 6 (Week 6)

Attributes of output primitives.
e Line styles.
e Color and intensity.
¢ Areafilling.

Exercises: implement attributes.

Session 7 (Week 7)

Attributes of output primitives.
e Character attributes.
e Inquiry functions.
e Bundled attributes.
Exercises: implement attributes.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Two-dimensional transformation.
e Basic transformation.
e Matrix representations and homogeneous coordinates.

e Composite transformations.
Exercises: implement algorithms.

Session 10 (Week 10)

Two-dimensional transformation.
e Other transformations.




¢ Transformation commands.
e Raster methods for transformations.
Exercises: implement algorithms.

Session 11 (Week 11)

Windowing and clipping.

e Windowing concepts.

e Clipping algorithms.

e Window-to-viewport transformation.
Exercises: implement algorithms.

Session 12 (Week 12)

Segmentations.

e Segment concepts.

e Segment files.

e Segment attributes.

e Multiple workstations.
Exercises: implement algorithms.

Session 13 (Week 13)

Three-dimensional concepts.
¢ 3-D coordinate systems.
o 3-D display techniques.
e 3-D graphics packages.
Exercises: introduction to open Graphic Library ( Open GL)

Session 14 (Week 14)

3-D Representations.
Polygon surfaces.
Curved surfaces.
Fractal-geometry methods.
Sweep representations.
e Constructive solid-geometry methods.
Exercises: implement algorithms.

Session 15 (Week 15)

3-D Transformations.
Translation.
Scaling.
Rotation.
Rotation about an arbitrary Axis.
Other transformations.
e Transformation commands.
Exercises: implement algorithms.

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported with
a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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Layered architecture of computer networks. 1SO Open System
Interconnection Reference Model and TCP/IP architectures. Layer
protocols and interface protocols. Mathematical methods for formal
definition protocols. Alternating bit protocol and HDCL protocol for the
data link layer. Internet protocol (IP). Transport layer protocols,
transmission control protocol (TCP) and user datagram protocol (UDP).
Transport layer interface programming, transport level interface (TLI) and
socket interface. Local area networks, IEEE 802 LAN standards. High
speed network standards, FDDI. New generation networks, asynchrony
transfer mode (ATM). TCP/IP network administration.
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1. CCNA:Cisco Certified Network Associate Study Guide.5th
Edition by Todd Lammle

2. Network+ Certification Bible

3. Cisco Online Curriculum
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Explain the importance of data networks and the internet in supporting
business communications. Explain how communication works in data
networks.
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A Communication Model, Simplified Communication Model. AT ]
Simplified Network Model
Switched Networks G £ gl
Network Components, Networks Classification.
Networks Classified by Topology, Networks Classified by Geography. &I £ )
LAN — MAN — WAN IR
Networks Classification by Tramission Technology. bl £ gady)
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Explain the role of application layer
Explain application layer protocols
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Circuit switched Networking, Packet Switched Networking
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Ethernet Frame. e 2 ) g gaad)

Explain Ethernet media access control.
The differences between hubs and switches.
Understand address resolution Protocol.

Explain I0S basics

Configuring Cisco devices

Verifying connectivity.

Monitoring and documenting networks
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Course Name: Computer Networks




1 | Course Name

Computer Networks

2 | Course Code CS476

3 | Course type: Mandatory / General / Specialty
Specialty / Elective

4 | Accredited Units 3 credits (Units)

5 | Educational Hours 4 Hours

6 | Pre-requisite Requirements

CS234, CS241

7 | Program Offered the Course

BSc in Computer Science

8 | Instruction Language

English + Arabic

9 | Date of Course Approval

Brief Description

This course provides an introduction to computer networks, with a special
focus on the Internet architecture and protocols. Topics include layered
network architectures, addressing, naming, forwarding, routing,
communication reliability, the client-server model. Besides the theoretical
foundations, students acquire practical experience by programming reduced
versions of real Internet protocols.

Layered architecture of computer networks. ISO Open System
Interconnection Reference Model and TCP/IP architectures. Layer protocols
and interface protocols. Transport layer protocols, transmission control
protocol (TCP) and user datagram protocol (UDP). Transport layer interface
programming, transport level interface (TLI) and socket interface. Local area
networks, IEEE 802 LAN standards. High speed network standards, FDDI.
TCP/IP network administration.

Course Textbooks

Book Title & ISBN:

1. CCNA:Cisco Certified Network Associate Study Guide.5th Edition
by Todd Lammle

2. Network+ Certification Bible

3. Cisco Online Curriculum

Additional Resources:

Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration

4 hours per week

Delivery

Lecture-based: 80%, Group interaction and discussion 20%

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated

the ability to:

e Explain the fundamentals of computer networks concepts.

e Explain how computer network works

e Explain and obtain the construction of computer networks

e Explain an obtain the layered network and ISO Open System
Interconnection Reference Model and TCP/IP architectures.

e Use the layer protocols and interface protocols.

Course Assessments

Attendance: 5%




Assignment 1: 15 %

Midterm exam: 30 %

Final Exam: 50 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Explain the importance of data networks and the internet in supporting
business communications. Explain how communication works in data
networks.

Session 2 (Week 2)

A Communication Model, Simplified Communication Model.
Simplified Network Model

Session 3 (Week 3)

Switched Networks
Network Components, Networks Classification.

Session 4 (Week 4)

Networks Classified by Topology, Networks Classified by Geography.

Session 5 (Week 5)

LAN — MAN - WAN

Session 6 (Week 6)

Networks Classification by Tramission Technology.

Session 7 (Week 7)

OSI Reference model
Explain the role of application layer
Explain application layer protocols

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Devices used in Networking

Session 10 (Week 10)

Relation to Internet Model

Session 11 (Week 11)

Categories of Media

Session 12 (Week 12)

Circuit switched Networking, Packet Switched Networking

Session 13 (Week 13)

External Virtual Circuit, Flow Control

Session 14 (Week 14)

Ethernet Frame.

Explain Ethernet media access control.

The differences between hubs and switches.
Understand address resolution Protocol.

Session 15 (Week 15)

Explain I0S basics

Configuring Cisco devices

Verifying connectivity.

Monitoring and documenting networks

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported
with a doctor’s note.

Generic Skills

To be able to:

e To assist students in understanding the benefits of networking

e To help students place in context their current stage of networking
development different places.

e To assist students in how to planning the next stage of networking
development.

e To provide standard network ‘models’ and best practice to students
that will assist students in their network planning.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
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Data mining as finding associations, clustering, and concept learning. Basic
issues of associations and selected concept representations. Introduction to
data warehousing. Concept learning viewed as a search problem. Standard
concept induction algorithms. The use of neural networks for representing
and learning concepts. Knowledge-intensive concept learning. Introduction
to the formal theory of concept learn ability. Instance-based learning.
Selected applications of data mining and concept learning.
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e Introduction to Data Mining (Second Edition), Creative Commons
Attribution-ShareAlike 4.0 International (CC BY-SA 4.0) License.
o Data Mining For the Masses , Dr.Matthew North 2012,
ISBN13: 9780615684376
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Course Name: Data Mining

1 | Course Name Data Mining

2 | Course Code CS475

3 | Course type: Mandatory / General / Elective
Specialty / Elective

4 | Accredited Units 3

5 | Educational Hours 4L

6 | Pre-requisite Requirements CS365

7 | Program Offered the Course BSc

8 | Instruction Language Arabic + English




9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of the
data mining as finding associations, clustering, and concept learning. Basic
issues of associations and selected concept representations. Introduction to
data warehousing. Concept learning viewed as a search problem. Standard
concept induction algorithms. The use of neural networks for representing
and learning concepts. Knowledge-intensive concept learning. Introduction
to the formal theory of concept learn ability. Instance-based learning.
Selected applications of data mining and concept learning.

Course Textbooks

e Introduction to Data Mining (Second Edition), Creative Commons
Attribution-ShareAlike 4.0 International (CC BY-SA 4.0) License.
e Data Mining For the Masses , Dr.Matthew North 2012,
ISBN13: 9780615684376
Additional Resources:
Additional textbooks, handouts, and web links may be used in this course at
the discretion of your instructor.

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated

the ability to:

e recognize the concepts of data mining and the basic tasks in the process of
data mining.

e learn how to deal with different data categories such as Ratio, Nominal,
Order, Interval Data.

e Understand the concept of classification and learns about the use of
classification algorithms.

e |dentify to classify the data based on the different groups and to
determine an average value using the Clustering method and to use some
algorithms such as K-Mean.

e learn the concept of future prediction through the reality of data using the
association Rule Mining method.

e acquire the skills of applying the algorithms used in executing data mining
operations and practical experience in analyzing the results of data
mining.

Course Assessments

Attendance: ...5..%

Lab exam : 15.... %

Midterm exam: 30 %

Final Exam: 50 %

A 50% is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction to Data Mining

Session 2 (Week 2)

Data understanding and preparation

Session 3 (Week 3)

Types of Data

Session 4 (Week 4)

Classification: Basic Concepts and Techniques

Session 5 (Week 5)

K-Nearest Neighbor Classifiers

Session 6 (Week 6)

Naive Bayes Classifier




Session 7 (Week 7) Regression Analysis

Session 8 (Week 8) Midterm Exam

Session 9 (Week 9) Cluster Analysis: Basic Concepts and Algorithms

Session 10 (Week 10) | Partitional Clustering K-means algorithm

Session 11 (Week 11) | Association Analysis: Basic Concepts

Session 12 (Week 12) | Association Rules Mining

Session 13 (Week 13) | Weka Application Program

Session 14 (Week 14) | Weka Application Program

Session 15 (Week 15) | Practical Exam

Session 16 (Week 16) Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported
with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.
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Alfred V. Aho, Monica S. Lam, Ravi Sethi, Jeffrey D. Ullman, [1] 2007,
Compilers: Principles, techniques & Tools, 2nd ed., Pearson Education, Inc.,
ISBN 0-321-48681-1.

[2] Douglas Thain, 2020, Introduction to Compilers and Language Design, 2
ed.,

ISBN: 979-8-655-18026-0

[3] Des Watson, A Practical Approach to Compiler Construction, Springer
International Publishing AG 2017, ISBN 978-3-319-52789-5 (eBook)
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Course Name: Compilers

1 | Course Name Compilers

2 | Course Code CS481

3 | Course type: Mandatory / General / Mandatory

Specialty / Elective

4 | Accredited Units 3 Units

5 | Educational Hours 4 hours

6 | Pre-requisite Requirements Cs471

7 | Program Offered the Course BSc of CS

8 | Instruction Language Arabic & English Languages
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Brief Description

This course will provide the students with the concept of compilers and main
difference between Compilers and interpreter. It also covers the programming
language definition and analysis with related to BNF Grammar. It focuses on
Compiler stages and explains each one in detailed explanation supported with
examples and lab training for developing a simple compiler using a suitable
programming language.

Course Textbooks

Book Titles:

[1] Alfred V. Aho, Monica S. Lam, Ravi Sethi, Jeffrey D. Ullman, 2007, Compilers:
Principles, techniques & Tools, 2nd ed., Pearson Education, Inc., ISBN 0-321-
48681-1.

[2] Douglas Thain, 2020, Introduction to Compilers and Language Design, 2" ed.,
ISBN: 979-8-655-18026-0

[3] Des Watson, A Practical Approach to Compiler Construction, Springer
International Publishing AG 2017, ISBN 978-3-319-52789-5 (eBook)

Additional Resources: available websites and online resources.

Additional textbooks, handouts, and web links may be used in this course at the
discretion of the instructor.

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities, active
participation, Laboratory training and exercises.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the
ability to:

eRecognize and understand the concepts of Compilers.

e Realize the difference between Compilers and Interpreters.

e Understand the basic of programming language with respect to compiler and
BNF Grammar.

e Describe Memory management and virtual memory.

e Understand the compiler stages and the connection between each one.

e Being able to build and develop a simple compiler .

Course Assessments

Attendance: 0%

Assignments: mini project 10%
Midterm exam: 30%

Final Exam: 60%

50 % is required for a pass in this course.

Time Frame

Content Breakdown




Session 1 (Week 1)

An overview of compiler: compiler definition, compiler stages, programming languages
and compiler

Practice 1: examples of compilers

Session 2 (Week 2)

Stage 1: the scanner

Tokens, regular expression, finite automata, conversion algorithms, scanner
generator.

Practice 2: building a simple scanner program

Session 3 (Week 3)

Stage 2: the parser
BNF Grammar, LL Grammar, LR Grammar, Grammar Classes Revisited

practice 3: BNF Grammar exercise and assignment.

Session 4 (Week 4)

Parsing methods: The Bison Parser Generator, Expression Validator, Expression
Interpreter, Expression Trees

practice 4: parsing in practice.

Session 5 (Week 5)

Syntax Tree: components of Abstract Syntax Tree

practice 5: Building An Abstract Syntax Tree

Session 6 (Week 6)

Syntax-Directed Translation: definition, evaluation, applications

practice 6: building a syntax tree

Session 7 (Week 7)

Stage 3: semantic Analysis
An overview of type systems, Type checking

practice 7: building a simple type checker

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Stage 4: Intermediate representation

Abstract Syntax Tree, Directed Acyclic Graph, Control Flow Graph, Static Single
Assignment Form, Linear IR, Stack Machine IR

practice 9: JVM - Java Virtual Machine

Session 10 (Week 10)

Memory Organization: Logical Segmentation, Heap Management, Stack
Management, Stack Calling Convention, Register Calling Convention, Locating
Data, Program Loading

practice 10: stack & heap examples

Session 11 (Week 11)

Optimization: Approaches to Optimization, Local Optimization and Basic Blocks,
Control and Data Flow, parallelism

practice 10: simple program optimization

Session 12 (Week 12)

Code Generation I: Target Machines, Instruction Selection, Register Allocation

practice 12: Assembly programming language




Session 13 (Week 13)

Code generation II: Function Call and Stack, Optimization, Automating Code
Generator Construction

practice 13: an example training

Session 14 (Week 14)

Dynamic Programming Code-Generation: code generation algorithm

Practice 14: an example training

Session 15 (Week 15)

A Sample Course Project, Scanner Assignment , Parser, Pretty-Printer
Assignment, Typechecker Assignment

Practice 15: implementation & testing

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will be embedded in all
courses.

Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.
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[1] Joseph Migga Kizza, Ethics in Computing: A Concise Module, Springer
International Publishing Switzerland 2016, ISBN 978-3-319-29106-2.
[2] Joseph Migga Kizza, Ethical and Social Issues in the Information Age,
Sixth Edition, 2017, ISBN 978-3-319-70712-9.
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Course Name: Computer Ethics

1 | Course Name Computer Ethics

2 | Course Code CS483

3 | Course type: Mandatory / General / Mandatory
Specialty / Elective

4 | Accredited Units 3 Units

5 | Educational Hours 4 hours

6 | Pre-requisite Requirements CS473

7 | Program Offered the Course BSc of CS

8 | Instruction Language Arabic & English

9 | Date of Course Approval

Brief Description

This course focuses on the need for any computer-related undergraduate programs
to understand the basic cultural, social, legal, and ethical issues inherent in the
disciplines of computing sciences.

Course Textbooks

Book Titles:

[1] Joseph Migga Kizza, Ethics in Computing: A Concise Module, Springer
International Publishing Switzerland 2016, ISBN 978-3-319-29106-2.

[2] Joseph Migga Kizza, Ethical and Social Issues in the Information Age, Sixth
Edition, 2017, ISBN 978-3-319-70712-9.

Additional textbooks, handouts, and web links may be used in this course at the
discretion of the instructor.

Course Duration

4hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed activities, active
participation, Laboratory training and exercises.




Course Goals &
Objectives

Upon completion of this course, the student will have reliably demonstrated the
ability to:

e Understand the concepts of computer ethics.

e Realize the computer crimes and the upon problems.

e define and examines personal and public morality, identifying assumptions
and value the law, looking at both conventional and natural law

e examine the changing nature of the professions and how they cope with the
impact of technology on their fields.

e discuss the foundations of intellectual property rights and how computer
technology has influenced and changed the traditional issues of property
rights.

Course Assessments

Attendance: 0%

Assignments: mini project 10%
Midterm exam: 30%

Final Exam: 60%

60 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

History of Computing: gives an overview of the history of computing science, the
development of computer crimes and the current social and ethical environment

Session 2 (Week 2)

Morality and the Law

Session 3 (Week 3)

Ethics and Ethical Analysis

Session 4 (Week 4)

Ethics and the Professions

Session 5 (Week 5)

Anonymity, Security, and Privacy and Civil Liberties

Session 6 (Week 6)

Intellectual Property Rights and Computer Technology

Session 7 (Week 7)

Social Context of Computing

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Software Issues: Risks and Liabilities

Session 10 (Week 10)

Computer Crimes

Session 11 (Week 11)

New Frontiers for Computer Ethics: Artificial Intelligence, Virtualization and
Virtual Reality, Cyberspace, Internet of Things (IoT)

Session 12 (Week 12)

Cyberbullying

Session 13 (Week 13)

Ethical, Privacy, and Security Issues in the Online Social Network EcoSystem,
Mobile Ecosystems

Session 14 (Week 14)

Computer Crime Investigations and Ethics

Session 15 (Week 15)

Biometrics Technologies and Ethics

Session 16 (Week 16)

Final Exam




Attendance

Students are expected to attend every session of class, arriving on time, returning
from breaks promptly and remaining until class is dismissed. Absences are
permitted only for medical reasons and must be supported with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their lives,
including skills enabling them to be life-long learners. To ensure graduates have
this preparation, such generic skills as literacy and numeric, computer,
interpersonal communications, and critical thinking skills will be embedded in all
courses.

Course Update

Information contained in this course outline is correct at the time of publication.
Content of the courses is revised on an ongoing basis to ensure relevance to
changing educational employment and marketing needs. The instructor will
endeavor to provide notice of changes to students as soon as possible. Timetable
may also be revised.
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Course Name: Image processing

1 | Course Name Image processing

2 | Course Code CS484

3 | Course type: Mandatory / Elective
General / Specialty / Elective

4 | Accredited Units 3

5 | Educational Hours 4

6 | Pre-requisite Requirements CS474




7 | Program Offered the Course BSc

8 | Instruction Language Arabic + English

9 | Date of Course Approval

Brief Description

This course will provide students with a fundamental understanding of
the 2-D digital image processing with emphasis in image processing
techniques, image filtering design and applications.

Course Textbooks

Digital Image Processing (3rd Edition) 3rd Edition ISBN: 978-
0131687288
Digital Image Processing With C++ ISBN: 9781032347530

Course Duration

4 hours per week

Delivery

Lecture-based, Group interaction and discussion, self-directed
activities, active participation, Laboratory experiments.... etc.

Course Goals &
Objectives

Upon completion of this course, the student will have reliably
demonstrated the ability to:

Provide mathematical foundations for digital manipulation of images;
image acquisition; preprocessing; segmentation; Fourier domain
processing; and compression.

Develop a theoretical foundation of fundamental Digital Image
Processing concepts.

Gain experience and practical techniques to write programs using
selected language for digital manipulation of images; image
acquisition; preprocessing; segmentation; Fourier domain processing;
and compression.

Course
Assessments

Assignment: 15 %

Midterm exam: 25 %

Final Exam: 60 %

A 50 % is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction And Digital Image Fundamentals.
e The origins of Digital Image Processing.
e Examples of Fields that Use Digital Image Processing.
e Fundamentals Steps in Image Processing.
e Elements of Digital Image Processing Systems.

Session 2 (Week 2)

Introduction And Digital Image Fundamentals.
e Image Sampling and Quantization.
e Some basic relationships like Neighbors, Connectivity, and
Distance Measures between pixels.
e Translation, Scaling, Rotation and Perspective Projection of
image.

Session 3 (Week 3)

Introduction And Digital Image Fundamentals.
e Linear and Non-Linear Operations.
e Digital image Representation.
¢ Reading, Displaying, Writing Images using language selected
to tis course.
e Data Classes, Image Types using language selected.

Session 4 (Week 4)

Digital image Representation.




e Converting Between data classes and Image Types.
¢ Introduction to Functions Programming using selected
language.
Image Enhancement in the Spatial Domain.
e Some basic Gray Level Transformations.
e Histogram Processing.

Session 5 (Week 5)

Image Enhancement in the Spatial Domain.
e Enhancement Using Arithmetic and Logic operations.
e Combining Spatial Enhancement Methods.
e Basics of Spatial Filters.

Session 6 (Week 6)

Image Enhancement in the Spatial Domain.
e Smoothening and Sharpening Spatial Filters.
e Intensity Transformation Function.

Session 7 (Week 7)

Image Enhancement in the Spatial Domain.

Histogram Processing and Function Plotting.

Image Enhancement in the Frequency Domain.

Introduction to Fourier Transform and the frequency Domain.
Computing and Visualizing the 2D DFT.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Image Restoration.
e A model of The Image Degradation / Restoration Process.
e Noise Models.
e Restoration in the presence of Noise Only Spatial Filtering.

Session 10 (Week
10)

Image Restoration.
e Periodic Noise Reduction by Frequency Domain Filtering.
e Linear Position-Invariant Degradations.
e Estimation of Degradation Function.

Session 11 (Week
11)

Image Restoration.
e Inverse filtering.
e Wiener filtering.

Session 12 (Week
12)

Image Restoration.
e Geometric Mean Filter.
e Geometric Transformations.

Session 13 (Week
13)

Image Compression.
e Coding.
e Interpixel and Psychovisual Redundancy.
e Image Compression models.
e Compression standards.

Session 14 (Week
14)

Image Segmentation.
e Detection of Discontinuities.
e Edge linking and boundary detection.
e Thresholding.

Session 15 (Week
15)

Object Recognition.
e Patterns and Pattern Classes.
e Decision-Theoretic Methods.
e Structural Methods.




Session 16 (Week Final Exam
16)

Attendance Students are expected to attend every session of class, arriving on

be supported with a doctor’s note.

time, returning from breaks promptly and remaining until class is
dismissed. Absences are permitted only for medical reasons and must

Generic Skills The faculty is committed to ensuring that students have the full range

thinking skills will be embedded in all courses.

of knowledge and skills required for full participation in all aspects of
their lives, including skills enabling them to be life-long learners. To
ensure graduates have this preparation, such generic skills as literacy
and numeric, computer, interpersonal communications, and critical

Course Update Information contained in this course outline is correct at the time of

publication. Content of the courses is revised on an ongoing basis to
ensure relevance to changing educational employment and marketing
needs. The instructor will endeavor to provide notice of changes to
students as soon as possible. Timetable may also be revised.
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Course Name: Neuron Networks

1 | Course Name Artificial neuron networks

2 | Course Code CS485

3 | Course type: Mandatory / General / Specialty
Specialty / Elective

4 | Accredited Units 3

5 | Educational Hours A

6 | Pre-requisite Requirements CS475

7 | Program Offered the Course BSc

8 | Instruction Language Arabic + English

9 | Date of Course Approval

Brief Description This course introduces the student to the basic concepts of intelligent
systems related to neural networks, in addition to identifying and using
some algorithms related to learning methods and identifying linear
transformations of neural networks.

Course Textbooks Neural Networks Design, ISBN:0-534-94332-2
An Introduction to Neural Networks ISBN 0203451511, 9780203451519
Course Duration 4 hours per week
Delivery Lecture-based, Group interaction and discussion, self-directed activities,
active participation, Laboratory experiments.... etc.
Course Goals & Upon completion of this course, the student will have reliably demonstrated
Objectives the ability to:

e Understand the fundamental of Artificial Neural Networks ANN.




e describe the underlying principles making neural networks generic
computing frameworks.

® Recognize neural networks types.

¢ Write some programs to implement ANN algorithms.

Course Assessments

Assignment 2: 15%

Midterm exam: 25%

Final Exam: 60%

A 50% is required for a pass in this course.

Time Frame

Content Breakdown

Session 1 (Week 1)

Introduction.
e History.
e Applications.
e Biological inspiration
Exercise : introduction to the language selected to this course

Session 2 (Week 2)

Neural model and network architectures.

Objectives.
Theory and examples.
e Notation.
Neuron model.
o Single-input neuron.
o Transfer functions.
o Multiple layers of neurons
Exercise: implement single-input neuron.

Session 3 (Week 3)

Neural model and network architectures.
e Network architectures.
o A layer of neurons.
o Multiple layers of neurons.
o Recurrent networks.
e Summary of results.
e Solved Problems.
Exercise: implement matrix weights.

Session 4 (Week 4)

An illustrative example.
e Objectives.
e Theory and examples.
o Problem statement.
o Perceptron.
=  Two-input case.
=  Pattern Recognition examples.
Exercise: implement one layer neurons

Session 5 (Week 5)

An illustrative example.
e Hamming network.
o Feedforward layer.
o Recurrent layer.
e Hopfield network.
Exercise: apply some solved problems.

Session 6 (Week 6)

Perceptron learning rule.
e Objectives.
e Theory and examples.
o Learningrule




o Perceptron architecture.
= Single-neuron perception.
= Multiple-neuron perceptron.
Exercise: apply some solved problems.

Session 7 (Week 7)

Perceptron learning rule.
o Perceptron learning rule.
Test problem.
e Constructing learning rules
Unified learning rule.
e Training multiple-neuron perceptron.
o Proof convergence.
e Notation.
e Proof.
e Limitations.
Exercise: applying learning rule.

Session 8 (Week 8)

Midterm Exam

Session 9 (Week 9)

Signal and weight vector spaces.
e Theory and examples.

o Linear vector spaces.
o Linear independence.
o Spanning a space.
o Inner product.
o Norm.

Exercise: applying learning rule.

Session 10 (Week 10)

Signal and weight vector spaces.
e Orthogonality.
o Gram-Schmidt Orthogonalization.
e Vector expansions.
o Reciprocal basis vectors.
e Solved problems.
Exercise: applying learning rule.

Session 11 (Week 11)

Linear transformations for neural networks.
e Theory and examples.
o Linear transformation.
o Matrix representation.
Exercise: apply and implement Matrixes.

Session 12 (Week 12)

Linear transformations for neural networks.
e Theory and examples.
o Change of basis.
o Eigenvalues and eigenvectors.
= Diagonalization.
e Solved problems.
Exercise: apply some solved problems.

Session 13 (Week 13)

Supervised Hebbian learning.
e Theory and examples.
o Linear Associator.
o The Hebb rule.
=  Performance analysis.
Exercise: apply some solved problems.

Session 14 (Week 14)

Supervised Hebbian learning.




e Theory and examples.
o Pseudoinverse rule.
o Application.
o Variation of Hebbian learning.
e Solved problems.
Exercise: apply some solved problems.

Session 15 (Week 15)

Performance surfaces and optimum points.
e Theory and examples.
o Taylor series.
o Directional derivatives.
o Minima.
o Necessary condition for optimality.
Exercise: apply a Recurrent network (Jordan network).

Session 16 (Week 16)

Final Exam

Attendance

Students are expected to attend every session of class, arriving on time,
returning from breaks promptly and remaining until class is dismissed.
Absences are permitted only for medical reasons and must be supported
with a doctor’s note.

Generic Skills

The faculty is committed to ensuring that students have the full range of
knowledge and skills required for full participation in all aspects of their
lives, including skills enabling them to be life-long learners. To ensure
graduates have this preparation, such generic skills as literacy and numeric,
computer, interpersonal communications, and critical thinking skills will be
embedded in all courses.

Course Update

Information contained in this course outline is correct at the time of
publication. Content of the courses is revised on an ongoing basis to ensure
relevance to changing educational employment and marketing needs. The
instructor will endeavor to provide notice of changes to students as soon as
possible. Timetable may also be revised.




